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1 Introduction 

 

The need for the use of renewable energy sources for the global energy supply is widely accepted in 

our society – more than ever after the recent accidents in the nuclear power station of Fukushima 

and on the oil rig “Deep water horizon” in the Gulf of Mexico. Renewable energy already plays an 

important role in the global electricity supply (18% share in 2009) and photovoltaic energy is 

becoming an essential part of it (2% of all renewable sources at a growth rate above 50% per year) 

[Ren10]. In Germany, already 2% of the electricity is supplied by photovoltaics [BMU10]. The 

potential of solar energy conversion can be illustrated very easily: The sun supplies the earth with 

the enormous amount of 3 10
24

 Joules per year, which is approximately 10,000 times more than the 

global annual energy consumption. Therefore, it would be enough to cover 0.1% of the Earth’s 

surface (approximately the land area of Spain) with solar cells with 10% conversion efficiency. 

Today, the terrestrial use of solar cells and modules is mainly limited by the high cost of these 

devices. 

One approach to reduce the costs is the development of thin-film solar cells. The advantages of these 

devices are their low material usage, the low energy consumption for fabrication and the application 

of large scale integrated fabrication processes. Among the different thin-film technologies, 

Cu(In,Ga)Se2 based structures are well established: the heterostructure device 

ZnO/CdS/Cu(In,Ga)Se2/Mo shows the best performance of all thin-film solar cells. Efficiencies of 

20.3% on laboratory scale [Jac10], 17.2% in a pilot line [Sol11] and 15.7% in large-scale production 

[Mia10] have proven the high-level performance of the Cu(In,Ga)Se2 technology, but still there is 

much room for improvement and a need for fundamental research.  

Three different issues of current Cu(In,Ga)Se2 research will be addressed in this work: 

(1) High-efficiency Cu(In,Ga)Se2 solar cells use a CdS buffer layer deposited in a chemical bath 

(CBD). The use of the CBD-CdS buffer layer in the structure is undesirable from a 

technological as well as an environmental perspective. Therefore, the replacement of the 

CBD-CdS buffer layer by a non-toxic alternative buffer is one of the major challenges for the 

research and development of the thin-film solar cell based on the Cu(In,Ga)Se2 material. 

Many Cd-free alternative buffers {e.g. InxSy [Har96], Zn(S,O,OH) [Bha04]} and other 

deposition processes (e.g. sputtering [Min01; Gri10], ILGAR [Fis10], thermal evaporation 

[Pis09], atomic layer deposition [Nag03]) have been tested, but there is still a lack in 
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efficiency, reproducibility and stability of the alternative buffer devices compared to that of 

the CdS buffer devices. The advantage of the CdS buffer is suggested to be due to the 

beneficial formation of an inverted buffer/absorber interface during the growth of the buffer 

from the chemical bath solution [Kle01]. Hence, it may be possible to completely omit the 

buffer layer if this inversion is deliberately introduced to the interface. In Chapter 4, the 

effect of low-energy ion implantation of n-type dopants in the absorber layer on material 

properties is investigated in order to prepare completely buffer-free Cu(In,Ga)Se2 solar cells.  

(2) The absorber layer of high-efficiency Cu(In,Ga)Se2 solar cells exhibits an in-depth band-gap 

grading, which is discussed to be beneficial for solar cell performance [Dul01]. It has also 

been shown that a careful design of the grading is necessary [Glo05b; Gre09] and, hence, an 

efficient control of the grading by different characterization techniques is needed. One 

standard technique to study the optical and the defect properties of semiconductors is the 

analysis of the luminescence (about 40 articles every year only in this material system). In 

the recent literature, numerous investigations on the luminescence of Ga-graded 

Cu(In,Ga)Se2 thin-films can be found, which interpret the spectra in relation to the integral 

stoichiometry and, thus, disregard the presence of the grading [Con09; Ish09; Slo10; Paw11; 

Zac11]. In Chapter 5, the influence of the grading on the luminescence properties is 

discussed and a model is developed, which establishes a basis for the application of 

luminescence methods on band-gap graded thin-films. In order to lay a sound foundation, the 

physical principles of the luminescence technique (with a focus on cathodoluminescence) are 

described in Section 2.3. 

(3) Solar cells based on Cu(In,Ga)Se2 absorbers are discussed to be limited in efficiency by 

severe band-gap as well as electrostatic fluctuations or barriers at grain boundaries [Wer05; 

Sie11]. These inhomogeneities are found to be stronger at lower deposition temperatures 

(smaller grain sizes and increased segregation of In- and Ga-rich phases) [Kes04; Rud05; 

Ish08; Kau09]. As the best cells are still produced on Na-containing float glass (soda lime 

glass) [Rep08; Jac10], the deposition temperature on glass is limited by the softening point of 

the substrate between 500 and 550°C. Therefore, a high-temperature resistant, Na-containing 

glass has been developed by Schott AG Mainz [Win09] in order to investigate the deposition 

at temperatures above 600°C. In Chapter 6, high-temperature absorbers deposited at a 

nominal substrate temperature of 610°C are compared with absorbers from the standard 

process at 530°C. This comparison also serves as an application of the model developed in 

Chapter 5. 



 

 

 

2 Background: Cu(In,Ga)Se2 for photovoltaics and 

cathodoluminescence of Cu(In,Ga)Se2  

In this chapter, a review is given on the technological and physical basis of the main topics 

addressed in this thesis:  

 the Cu(In,Ga)Se2 material properties, especially the role of the homogeneity of the absorber 

layer for solar cell performance (Section 2.1),  

 the functionality of the buffer/absorber interface (Section 2.2) and  

 the fundamentals of cathodoluminescence and its application to Cu(In,Ga)Se2 (Section 2.3).  

The chapter gives an overview of the current status in research and defines the starting point of the 

investigations done in this thesis.  

2.1 Basics of Cu(In,Ga)Se2 solar cells 

After describing the basic material properties of the Cu(In,Ga)Se2 (Section 2.1.1) and describing the 

set-up and functionality of a typical Cu(In,Ga)Se2 solar cell (Section 2.1.2), the role of the absorber 

homogeneity is described in some more detail in Section 2.1.3. 

2.1.1 Material properties of Cu(In,Ga)Se2 

The ternary compounds CuInSe2 and CuGaSe2 crystallize in the chalcopyrite structure [Sha75] with 

a tetragonal lattice, in which each cation is surrounded by four anions and vice versa (Grimm-

Sommerfeld rule [Gri26]). The CuInSe2-CuGaSe2 system shows high solubility at high temperatures 

[Mar97], which allows for the formation of the quaternary compound Cu(In,Ga)Se2 in the full range 

of In-Ga-stoichiometry, but also phase separation is observed at typical thin-film deposition 

temperatures below 600°C [Mar97]. 

As shown in Figure 2.1(a), the pseudo-binary phase diagram of CuInSe2 allows for some deviations 

from nominal 1:1:2 stoichiometry [Haa98]: The chalcopyrite phase ( -phase) shows a very high 

tolerance in stoichiometry: It exists in a region of the Cu-content from about 22% to 25% at 

common deposition temperatures around 500°C. Cu2Se segregates in the region of higher Cu-

content, the  -phase and the  -phase (CuIn3Se5) co-exist on the Cu-poor side.  

In Cu(In,Ga)(S,Se)2 thin-films used for high-efficiency solar cells, a gradient in band-gap is 

intentionally introduced in the absorber layer. This gradient is introduced by the variation of the 

ratio [Ga]/([Ga]+[In]) (hereafter: GGI) and/or [S]/([S]+[Se]) with depth [Ram03a; Bär04; Kau09; 



4 2.1 Basics of Cu(In,Ga)Se2 solar cells 

Sey11]. Inserting sulfur or gallium into CuInSe2 leads to an increase of the band-gap energy 

(CuInSe2 Egap = 1.046 eV, CuGaSe2 Egap = 1.731 eV [Mud98], CuInS2 Egap = 1.555 eV [Bin82] at 

T  10 K); thus, the grading in composition also introduces a grading in the band-gap. The increase 

of the band-gap by the addition of Ga is shown experimentally and theoretically to primarily occur 

in the conduction band position while the valence band remains mainly unaffected, whereas in case 

of the addition of sulfur in CuInSe2 (instead of selenium), the band-gap widening occurs rather 

equally in both the conduction and the valence band [Wei95; Tur01]. 

Due to its direct band-gap, the material shows very high absorption coefficient  CIGSe in the order of 

10
5
 cm

-1
 [Fon81]. Therefore, most of the incident light with photon energies above the band-gap is 

absorbed in a layer with a thickness of d  0.5 µm. This high absorption allows to work with low 

absorber thicknesses and, thus, short transport lengths in solar cell devices made from the material 

[Fon81]. The luminescent properties of Cu(In,Ga)Se2, which are essential for this work are 

discussed in more detail in Section 2.3.4. The doping properties are described in Section 2.2.2 and 

2.2.3. For a more extended description of structural and electronic properties and phase formation of 

Cu(In,Ga)Se2 thin-films for solar cell applications, the reader is referred to compendia [Sha75; 

Roc91; Mar97; Rau99b]. 

2.1.2 Cu(In,Ga)Se2 solar cells 

Cu(In,Ga)Se2 thin-film solar cells consist of a number of thin layers (thicknesses in the order of 

1 µm, see also Figure 3.1). which are deposited onto a rigid (glass) or flexible (polyimide, metal 

foil) substrate. First, the non-transparent back-contact, typically molybdenum, is deposited by RF- 

or DC-sputtering. It is covered by the p-type chalcopyrite absorber film, which is commonly applied 

by co-evaporation of the constituent elements (see e.g. [Kau09]) or by selenization of metallic 

precursors (reactive annealing) [Pal04]. The heterojunction is formed between the absorber and a 

very thin n-type buffer layer (mostly CdS) and a heavily doped (n
+
-type) wide-band-gap 

semiconductor, which serves as a transparent front-contact (mainly ZnO:Al). 

Figure 2.1(b) shows a schematic band-edge diagram of the device. The light is absorbed in the p-

type absorber layer and photo-excited electrons drift into the n-type region once they have diffused 

into the built-in field of the heterojunction – the built-in field in the interface region of the p- and n-

type layers (p-n-junction) separates the photo-generated positive and negative charges. In a 

heterojunction device, band-offsets in the conduction and/or valence band may occur at the p-n-

interface, which may act as a barrier for charge carriers as discussed in detail in Section 2.2. 
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Figure 2.1: (a) Phase diagram for the quasi-binary systems of Cu2Se-In2Se3 obtained by differential thermo-

analysis (DTA) taken from [Haa98]. (b) Band-diagram of the near-surface region of a ZnO/CdS/Cu(In,Ga)Se2 

solar cell; indications are explained in the text. 
 

2.1.3 Homogeneity of the Cu(In,Ga)Se2 absorber 

Thin-film solar cells based on Cu(In,Ga)Se2 have recently reached an efficiency of 20% [Jac10] – 

but this still is far from the efficiency limits calculated from physical principles [Sie11]. In recent 

literature, it has been suggested that the homogeneity of the Cu(In,Ga)Se2 absorber layer may be a 

key issue in production of high-efficiency thin-film solar cells [Bau05; Gra05; Wer05; Mat07; 

Mal09; Rau09; Bro10; Haf10; Sie11]. The influence of band-gap- as well as electrostatic 

fluctuations in the grains (potential fluctuations due to localized charges) or at grain boundaries and 

dislocations (charged defects) are discussed therein. Theoretical investigations clearly show that 

lateral variations of the local open-circuit voltage can deteriorate the global solar cell performance 

[Kar02; Kan07; Mal09]. Experimentally, the global loss of open circuit voltage has been quantified 

from the lateral variation of the quasi-Fermi-level splitting by measuring the lateral variation of the 

PL intensity [Bau05]. Also, a lateral variation of the photon energy of the dominating DA-transition 

was observed in CL measurements [Rom03a] at low temperatures.  

The origin of lateral inhomogeneities is also discussed [Gra05; Mat07; Mal09; Sie11]. Fluctuations 

of the local band-gap on a length scale below 100 nm may be produced by variations in composition 

or alloy disorder [Mat07; Mal09]. Inhomogeneities of the chemical potential can be caused by 

fluctuations in the local electronic quality of the material and might appear on a length scale of a 

few microns [Gra05]. The role of grain boundaries in Cu(In,Ga)Se2 thin-film solar cells and 

different grain boundary models are also widely discussed, which include strong band-bending at 

grain boundaries [Rom03a; Han06; Het06; Abo09; Nic09; Rau09; Haf10; Sie10]. Although it seems 

that grain boundaries in Cu(In,Ga)Se2 are much less harmful than in other semiconductor materials, 

a beneficial effect of a large number of grain boundaries is rather unlikely [Sie10]. All these 

fluctuations are presumed to possibly cause a loss in open-circuit voltage of up to 100 mV.  

(a) 
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Furthermore, the band-gap grading is subject to critical examinations: It has been shown by 

simulation and experiment that the vertical Ga-grading in the absorber can be beneficial, but can 

also be detrimental for solar cell performance [Glo05b; Lun05; Gre09]. The Ga-grading is inherent 

to the deposition process and although different shapes of the grading can be found in different 

processes [Bas96; Han07; Web07], there always seems to be a tendency to phase separation, which 

is often explained by the differences in the diffusion behavior of gallium and indium (kinetic 

explanation). If this is the case, the interdiffusion can presumably be enhanced at increasing 

deposition temperatures – this trend is also observed in low-temperature deposition processes 

[Kes04; Rud05; Web07; Kau09]. Another explanation for the observed disorder may be that the 

phase separation is energetically favored as recently suggested by Ludwig et al. [Lud10], but also in 

this case the disorder is observed to decrease at higher temperatures. The experimental investigation 

of high-temperature deposition processes on soda-lime glass is hindered by the softening point of 

the glass substrate. 

In Chapter 6, the material properties of absorber layers deposited at temperatures above 600°C on 

soda lime glass are investigated for the first time. This was possible only after the development of a 

suitable glass substrate. The influence of the deposition temperature on the homogeneity both 

laterally and vertically is examined using different methods. 

2.2 Interface engineering in Cu(In,Ga)Se2 solar cells 

Thin-film solar cells are based on p-n-heterojunctions and, thus, on the functionality of the interface 

between p- and n-type semiconductor. High-efficiency Cu(In,Ga)Se2 thin-film solar cells commonly 

use a thin CBD-CdS buffer as an n-type partner to the p-type Cu(In,Ga)Se2 absorber layer. The 

functionality of the buffer layer has been subject to numerous studies in the last decade (reviewed in 

[Sie04a; Har05; Nag10]). The principle functionality of the buffer/absorber interface is described in 

Section 2.2.1 as discussed in recent literature. As this work aims on manipulation of the interface by 

extrinsic doping of the near-surface region of the absorber by ion implantation, the doping properties 

of Cu(In,Ga)Se2 are described in Section 2.2.2; the literature on ion implantation in Cu(In,Ga)Se2 is 

revised in Section 2.2.3.  

2.2.1 The buffer-absorber interface in Cu(In,Ga)Se2 solar cells 

The basic function of the buffer layer is to transmit most of the light and to form the p-n-

heterojunction such that low interface recombination is obtained. To achieve this, the following 

issues are discussed to be essential: 

(1) A large band-gap for high optical transmission. 
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(2) A complete coverage of the surface (at low film thickness) to prevent shunting. 

(3) No surface damage due to the deposition process (e.g. sputtering) [Rau99b; Can00; Shi08] 

to prevent a high near-interface trap density. 

(4) A good lattice match to reduce the interface trap density [Abo05]. 

(5) Adjusted conduction band off-set  EC to Cu(In,Ga)Se2 [Kle01; Min01; Glo05c; Gri10; 

Kie10]. An electron barrier   b [ EC ≤   b, see Figure 2.1(b)] below +0.5 eV is found to 

be benign or even beneficial for device performance [Nie95; Kle01; Glo05c; Pud05], while 

a larger barrier can obstruct the current flow over the. A negative band off-set (cliff) leads 

to a reduced barrier for interface recombination [Kle01]. 

(6) A stable interface inversion, i.e. the electron quasi-Fermi level EFn being close to the 

conduction band EC at the interface [Nak99; Kle01; Glo05c; Kie10]. The inversion has 

been shown to effectively reduce interface recombination also at high trap densities, 

because the minority carriers (electrons) generated in the absorber are majority carriers at 

the interface: in other words, the inversion leads to a strong reduction of the number of 

holes being available for recombination [Kle01]. 

A thin layer of CdS fulfills all of these criteria as a buffer on low-GGI Cu(In,Ga)Se2 absorbers when 

prepared by chemical bath deposition [Con02; Har05; Nag10]:  

(1) It is a direct semiconductor with a band-gap of 2.4 - 2.5 eV [Dut58], which leads to current 

losses of only about 1 mA cm
-2

 [Heg04].  

(2) Full coverage is already reached at a thickness of 10 nm [Rau99b].  

(3) The chemical bath is a soft-deposition technique and the CdS layer protects the surface 

during subsequent ZnO sputter deposition. 

(4) A very good lattice match is found, which may be associated with a low trap density 

[Abo05]. 

(5) The conduction band off-set  EC changes with the GGI due to the variation of the electron 

affinity  e [Wei95; Tur01]; a (beneficial) conduction band off-set (moderate spike) is 

found for a GGI below 0.5 [Sch04; Glo05c]. 

(6) The interface is assumed to be inverted, but it is still under discussion if this is due to a 

natural n-type surface layer in the absorber (Cu-poor surface) and the influence of surface 

oxygenation [Cah91; Sch93; Rau99a] or the in-diffusion of Cd into the absorber surface 

[Nak98; Hes99; Lia03; Abo05; Coj11]. 

A typical band structure of the interface region of a ZnO/CdS/Cu(In,Ga)Se2 solar cell under AM1.5 

illumination is shown in Figure 2.1(b). The bands feature discontinuities at both interfaces with the 
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conduction band off-set  EC leading to an electron barrier   b. If the electron quasi-Fermi level EFn 

is close to the conduction band at the interface ( EC ≈   b), the barrier is reduced and interface 

recombination is minimized due to inversion. In addition, the built-in voltage Vbi, defined by the 

drop of the vacuum-level Evac over the p-n-junction (Vbi = 0.9-1.0 V [Gla05; Sie11]), almost 

completely drops in the absorber in case of an inverted interface leading to improved collection and 

an enlarged width wSCR of the space charge region (SCR). 

If the CdS buffer is omitted and the interface is formed directly between ZnO and the absorber, 

strongly decreased device performance is observed (e.g. [Can00; Pla03; Hul11]). While Platzer-

Björgman et al. [Pla03] presume the losses in Voc to be due to the cliff in the conduction band, 

Canava [Can00] finds the lower efficiencies to be also due to the sputtering damage by comparing 

devices with ZnO-window prepared by sputtering and atomic layer epitaxy (ALE). Moreover, 

surface inversion may not be given in this configuration [Pla03]. 

In this work, an alternative approach of interface engineering is investigated, which has been 

proposed by Klenk [Kle01] and is based on point (6) in the above lists: If a surface layer of the 

absorber is intentionally inverted to n-type, the p-n-junction position is shifted away from the 

semiconductor (hetero-)interface into the absorber, which is commonly called a buried interface. An 

n-type surface layer of homogeneous thickness in the absorber might also be able to fulfill most of 

the above conditions, but the thickness of the inverted layer needs to be sufficiently small (< 50 nm), 

because carriers generated in the n-type part are not expected to contribute to the current collection 

[Kle01]. Sputtering damage at the interface will occur and the lattice match might not be as good as 

for CdS, but as the p-n-junction is moved away from the interface, a high defect density at the 

interface might not be harmful. The conduction band off-set between ZnO and Cu(In,Ga)Se2 is 

found to be rather small with a tendency to a cliff [Sch96; Pla03; Wei03]. The controlled inversion 

of the near-surface region of the absorber is investigated in Chapter 4 and shall be reached by 

extrinsic doping (see next section).  

2.2.2 Doping of Cu(In,Ga)Se2 

The Cu(In,Ga)Se2 films are intrinsically p-type when grown Cu-poor or under sufficient Se-excess 

[Tel72; Mig75; Yu75a]. The p-type doping is assumed to be due to doping by Cu-vacancies (VCu), 

which act as shallow acceptor-like defects [Zha98]. The high tolerance of the compound to 

stoichiometry variations (see Section 2.1.1) is commonly explained by the formation of the 

electronically neutral defect-pair (2VCu+InCu) [Zha98]. The formation energy of the Cu-vacancy is 

found to be very low and to depend on the Fermi-level position [Zha98; Per05], which can explain 

the high degree of self-compensation found for the material [Dir98; Sie06]. Due to the complexity 
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of the deposition process and the strong self-compensation, a doping profile based on intrinsic 

doping will not be controllable on a depth scale below 100 nm [Sie10]. 

Extrinsic n-type doping is also complicated by the strong self-compensation. The doping of CuInSe2 

has been found both theoretically and experimentally to be still easier than that of the wider band-

gap compound CuGaSe2 due to differences in the VCu-formation energy [Sch00b; Sie02; Per05]. N-

type doping has been achieved in p-type Cu(In,Ga)Se2 using cadmium [Mig75; Tel76; Yu76a], zinc
 

[Mig75; Tel76; Yu76b; Sug00; Nis03; Gri07; Sug08], chlorine [Yu76b], copper [Zeg95] and 

hydrogen [Yak94; Ott01; Ott03]. For Cu-poor and In-rich material as it is used for solar cell 

fabrication, Persson et al. [Per05] find n-type doping using group two elements (e.g. Cd, Zn, Mg) to 

be most favorable, because the dopant will preferably occupy the Cu-sites (IICu) due to a high 

number of Cu-vacancies being available. But also in this case, doping is predicted to be very 

ineffective (doping efficiency about 1%) due to high self-compensation and compensation by group-

II-elements on In-sites IIIn; even lower doping efficiencies are found in experiment [Yu75b; Yu76b]. 

The choice of group-II-atoms as dopants is supported by the fact that in well-working 

buffer/absorber interfaces using CdS or Zn-compound buffers, the interface type-conversion at the 

surface is presumed to be connected to Zn [Pla03; Gri07; Shi08] or Cd [Nak00; Lia03; Coj11] 

diffusion into the absorber surface (see Section 2.2.1). This assumption is supported by experiments 

with a Cd- or Zn-containing partial electrolyte (PE) baths (like a CdS or ZnS bath, but without the 

sulfur compound). The PE bath is shown to clearly improve the solar cell performance [Ram03b], 

which has been explained by a change in the conduction band off-set and the near-interface Fermi-

level position (inversion) [Ram03b; Wei03]. Even p-n-homojunctions have been fabricated in p-type 

Cu(In,Ga)Se2 by Zn- or Cd-in-diffusion or implantation [Yu75a; Yu75b; Mat87; Sug00; Sug08]. 

Extrinsic n-type doping has been successfully performed in Cu(In,Ga)Se2 either during the growth 

process [Sug00], after growth by subsequent thermal in-diffusion [Mig75; Yu75a; Sug08] or by ion 

implantation [Yu75b; Yu76b; Sch99].  

2.2.3 Ion implantation and defect annealing 

The method of ion implantation is a standard method in material science and is also applied for 

doping in industrial semiconductor device fabrication [Nas06]. The method of ion implantation 

allows to adjust the implantation depth (determined by the ion energy) independently from the ion 

concentration (determined by the ion fluence) and, therefore, a high-precision control of the 

implantation profile. As mentioned in Section 2.2.1, the buried-junction has to be very shallow 

below the interface in order to prevent current losses. At the same time, very high dopant 

concentrations may be needed due to the strong self-compensation of the material, which can also be 
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easily obtained by ion implantation. Thus, ion implantation is the method of choice for investigating 

the influence of near-interface doping in Cu(In,Ga)Se2 solar cells.  

Ion implantation is always accompanied by the creation of implantation defects and subsequent 

annealing of the defects will be necessary for re-crystallization of the host-lattice and dopant 

activation [Nas06]. Successful n-type doping has been achieved in Cu(In,Ga)Se2 applying annealing 

temperatures of 300 - 400°C for 10 - 60 min [Yu75b; Yu76b; Sch98] – thus, these temperatures are 

presumed to be sufficient for the recovery of the damage and electrical activation of the dopants.  

The adjustment of an appropriate doping profile is very important for device functionality. If the 

accuracy of the implantation profile shall be preserved for the doping profile, the required annealing 

step must not lead to considerable diffusion of the dopants. As the thickness of the n-type layer 

should be smaller than 50 nm, also the diffusion length Ldiff should be below this value. According to  
 

 

       √        (2.1) 

 

[Sze81], a critical diffusion length Ldiff,crit of 50 nm is reached after an annealing time tann of 30 min 

for a diffusion coefficient Dcrit of 10
-14

 cm
2
 s

-1
.  

The diffusion of Zn [Sug00; Nis03; Ben05; Shi08; Sug08] and Cd [Kaz79; Nak98; Nak00; Lia03; 

Kij08; Rus09] in Cu(In,Ga)Se2 has been investigated in the literature, but these studies have lead to 

strongly deviating results. Earlier investigations on the motion of p-n-homojunctions in CuInSe2:Cd 

presumably measure the out-diffusion of Se rather than the in-diffusion of Cd [Yu75a; Tel76; 

Mat87]. Therefore, no reliable values can be given here, but the data suggest that diffusion 

coefficients of 10
-14

 cm
2
 s

-1
 may be already reached at temperatures of 200 - 300°C (data of [Ben05] 

shown in Section 4.3); activation energies in the order of 1 - 1.5 eV are found in [Kaz79; Nis03; 

Ben05] (partially obtained by re-evaluation of the data). Very recent and unpublished results 

[Bas11; Hie11] seem to deliver a more reliable basis, but cannot be cited here. Furthermore, the 

diffusion coefficient of atoms in an ion-implanted, “amorphous” material may significantly differ 

from the one measured on undisturbed single-crystals [Nas06]. 

2.3 Fundamentals of cathodoluminescence and application to Cu(In,Ga)Se2 

Luminescence techniques are used to analyze the radiative recombination (optical transitions) in 

semiconductors. That way, one can gain access to band-gap-energies and defect-related levels. In 

this work, luminescence methods shall be applied to band-gap graded thin-films; therefore, the 

principle processes taking place in semiconductors during luminescence measurements from 

excitation to detection are described in this chapter: the generation of electron-hole pairs (Section 
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2.3.1), the motion of electrons and holes within their lifetime (Section 2.3.2), the recombination 

processes (Section 2.3.3) and signal detection (Section 2.3.5). While most points apply to all 

luminescence techniques, the excitation issue is discussed with a special focus on the 

cathodoluminescence. Additionally, an overview is given on the luminescence of Cu-poor 

Cu(In,Ga)Se2 (Section 2.3.4).  

2.3.1 Excitation and distribution of charge carriers 

All luminescence techniques such as cathodoluminescence (CL), photoluminescence (PL) or 

electroluminescence (EL) are based on the detection of photons in the UV, VIS or IR range, which 

originate from recombination of electron-hole pairs (e-h-pairs) in the sample. In CL, e-h-pairs are 

generated using a focused electron beam. The beam of a scanning electron microscope (SEM) is 

ideal for this purpose, as it offers high lateral resolution for spatially resolved CL measurements 

[Yac86]. The electron energy Ee, typically between 1 and 30 keV, is sufficient to excite electrons 

from the valence to the conduction band for any semiconductor. The average energy needed for the 

creation of an e-h-pair EEHP is empirically found to be approximately EEHP  3 Egap [Kle68]. Thus, a 

single electron with an energy of Ee = 10 keV is capable to excite approximately 3000 e-h-pairs in a 

Cu(In,Ga)Se2 sample with Egap ≈ 1.15 eV. The energy transferred from the incident electrons to the 

sample is furthermore reduced due to backscatter processes. Thus, the integral number of excited 

e-h-pairs per incident electron G0 can be calculated to [Par07] 

 

     
  

    
 (  

   

  
   )   (2.2) 

 

Here, Ebe is the average energy per backscattered electron and Ybe the backscattering yield. The 

average backscattering energy and yield can be determined using the Monte-Carlo code “Monte 

CArlo SImulation of ElectroN Trajectory in SOlids” (Casino) [Dro07] to Ebe ≈ 0.7 Ee and Ybe ≈ 0.35 

for Cu(In,Ga)Se2, both numbers being only weakly dependent on Ee and GGI.  

In order to estimate the injection density in the layer, it is necessary to account for the spatial 

distribution of the generation density  (x,y,z) per incident electron with 

 

    ∭                 (2.3) 

 

The injection density  n can then by calculated to be 
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Figure 2.2: Lateral profile (a) and depth profile (b) of the energy loss in Cu(In0.7Ga0.3)Se2 for different electron 

energies. 

defining Ne as the number of electrons hitting the sample at the beam current Ib during one minority 

carrier lifetime  e (e stands for the elementary charge).  

Using Casino [Dro07], the three dimensional distribution of the energy loss (associated with the e-h-

pair generation distribution [Tot98]) can be determined for the impact of an electron into the surface 

(z = 0) at a certain spot (x0,y0). The lateral and the in-depth distribution  (x-x0) and  (z) are 

displayed for a set of electron energies Ee for a Cu(In,Ga)Se2 sample with a GGI of 0.3 in Figure 2.2 

(a) and (b), respectively. Similar results were obtained using Monte-Carlo methods in [Kni09] and 

by the use of empirical expressions [Eve71; Rec00]. The depth profile  (z) gives an estimation of 

the excitation depth z, which can be useful for depth-resolved CL analysis (see also Section 5.3.1); 

the lateral profiles  (x-x0) give a lower limit of the resolution of lateral CL profiles (see also Section 

5.2). From those profiles, the 90%-quantile is obtained for each electron energy and displayed in 

Figure 2.3(a).  
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Figure 2.3: (a) Lateral (x90) and vertical (z90) 90%-quantile of the energy deposition as a function of the electron 

energy Ee approximated by a power law (inset, electron energy in keV, quantiles in nm) determined from Figure 

2.2 (note that the values account for both sides in case of the lateral profile). (b) Mean generation density as 

calculated from Eq. (2.6) ( m,K-O, solid line) and from Monte-Carlo simulations ( m,MC, squares). The error bars 

give the width of the distribution wg. 
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An approximation of the mean generation density per electron  m can be obtained by estimating the 

spatial extent of the excitation region using the Kanaya-Okayama-range RK-O [Kan82] 

 

       
          

    

       
     (2.5) 

8 

with the density   (in g cm
-3

), average atomic mass A (in atomic mass units) and average atomic 

number Z of the sample and the electron energy Ee (in keV). This leads to an mean generation 

density per electron  m,K-O of [Par07] 

 

 
       

  

 
  (

 
     )

  
(2.6) 

 

corresponding to a proportionality            
    Data obtained from Eq. (2.6) using A = 80, Z = 35 

and   = 5.75 g cm
-3

 are shown in Figure 2.3(b) (solid line). Similar values are found for CuInSe2 in 

[Sch91].  

An alternative approach has been developed within this work evaluating the three dimensional 

energy loss profiles obtained from Casino-simulations and is described below. To give a rough 

picture of the energy loss distribution, the slice at y = y0 is displayed in a two dimensional plot in 

Figure 2.4(a) for Ee = 10 keV. The color code gives the e-h-pair generation density  (x,y0,z) per 

incident electron and per cm
3
 averaged over a large number of electrons (Ne = 10

7
). It demonstrates 

that  (x,y,z) varies over four orders of magnitude (10
14

 - 10
18

 cm
-3

 per electron). This means that 

there is not one fixed value  m, but a broad distribution of local generation densities  (x,y,z). 

The distribution  (x,y,z) obtained from the simulation is composed of a discrete distribution of 

densities  i for every volume  Vi. Mean values  m,MC are determined by calculating the number of 

e-h-pairs  i Vi created at or below a certain generation density  k in the whole volume investigated 

normalized to the overall number of excited e-h-pairs:  

 

        
∑                  

∑                 
   (2.7) 

 

This distribution R(gk) is displayed in Figure 2.4(b) for a set of different electron energies Ee. For 

each electron energy, the figure displays a sigmoid curve, which shifts to higher densities with 

decreasing electron energies. Discrete steps are observed at high generation densities due to the 

finite segmentation of the simulated volume. The mean generation density  m,MC can be defined by 

R( m,MC)   R( m,0.5) = 0.5. The width of the distribution is defined by the ratio 
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Figure 2.4: (a) Two-dimensional plot of the e-h-pair generation density at y = y0  (x,y0,z) and an electron energy 

of Ee = 10 keV with the color code giving the generation density   in cm
-3

 electron
-1

. The simulation was 

performed averaging over a large number of electrons (Ne = 10
7
). (b) Sum of the generated e-h-pairs R( k) as a 

function of the generation density  k for a set of electron energies Ee. 

 

     
      

      
 (2.8) 

 

and gives an approximation of the variation of   within the excitation region.  m,MC is displayed as a 

function of Ee in Figure 2.3(b), the error bars correspond to the width of the distribution wg. As the 

solid line represents the dependence obtained from Eq. (2.6), a very good agreement is found 

between the values determined by both methods ( m   m,MC ≈   m,K-O). Thus, Eq. (2.6) gives an easy 

and very good approximation of the mean generation density; the more complex calculation based 

on Monte-Carlo-simulation yields additional information on shape and width of the distribution. It is 

found that a very large variation of the generation density (by a factor of 30 - 50) is present when 

using electron-beam injection methods. 

The values for the mean generation density  m can be used to estimate the injection level and the 

current-limit for low-injection conditions in electron-beam based methods. Low-injection conditions 

are given if the injected carrier density is small compared to the background doping level [Ber76], 

thus, in case of a p-type semiconductor, if  

 

         (2.9) 

 

is valid. In this case, basic parameters of the semiconductor such as lifetime or mobility of charge 

carriers should be independent of the density of excited charge carriers [Ber76]. Combining Eqns. 

(2.4) and (2.9), the low-injection limit is obtained to 
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Figure 2.5: (a) Two-dimensional plot of the e-h-pair generation density at y=0  (x,y0,z) with the color code giving 

the generation density  in cm
-3

 electron
-1

. The simulation was performed averaging over a small number of 

electrons (Ne = 25). (b) Generation density per incident electron and cm
3 

as a function of the number of simulated 

electrons Ne with the error bars denoting the width of the distribution wg.  

Assuming an effective doping density of NA = 10
16

 cm
-3

 (see [Dir98; Cwi08; Rei10] and Section 

4.4.2) and a minority carrier lifetime of about  e = 10 ns [Ohn98; Pal04] for Cu(In,Ga)Se2, an upper 

low-injection current limit of Ib,max of about 20 pA is obtained at Ee = 10 keV. In electron beam 

induced methods such as CL [Rom03b; Rom03b] and electron beam induced current (EBIC) 

[Rec01; Bro10], higher beam currents are commonly used – thus, it is concluded that high-injection 

effects cannot be excluded using such beam currents. 

There is only one study discussing experimental findings on the low-injection current limit [Sch91]. 

Here, a reduced current collection is found in junction-EBIC for beam currents above 25 pA at 

Ee = 10 keV and 60 pA at Ee = 17 keV. These values fit very well with the data obtained from 

Eq. (2.10). 

The results of the Monte-Carlo simulations in Figure 2.3(b) are obtained for a sufficiently high 

number of incident electrons, in this case Ne = 10
6
 electrons were used. Using the parameters 

Ib = 250 pA (the standard beam current used in this thesis) and  e = 10 ns, approximately 15 

electrons reach the sample during one e-h-pair lifetime (Ne = 15). Thus, there is no continuous 

distribution of the energy as displayed in Figure 2.4, but rather single electron tracks. 

Simulations with Casino can be performed only for Ne ≥ 25; the 2-D plot of  (x,0,z) is displayed for 

Ne = 25 in Figure 2.5(a) with exactly the same scaling as Figure 2.4. As  (x,y,z) equals zero for most 

of the volumes  Vi, most of the energy is deposited in areas with a very high energy density – this 

means a high concentration of e-h-pairs. In Figure 2.5(b), the mean generation density gm is 

displayed as a function of the number of electrons Ne simulated (full squares). Again, the error bars 

in Figure 2.5(b) give the values of  0.1 and  0.9, respectively. The data points are approximated with 

a function of the type         ; while the generation rate reaches a constant level 
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(c ≈ 7.5 10
15

 cm
-3 

electron
-1

) for a large number of electrons (Ne ≥ 10
5
), it linearly (b ≈ -1) increases 

for small numbers below Ne = 500:  

 

       
       

    (2.11) 

 

Introducing Eq. (2.11) in Eq. (2.4), the mean injection density  nm is shown to be independent of Ib 

for currents below 10 nA as displayed in Figure 2.6(a). The error bars denote the width of the 

distribution wn, which is defined analogously to wg in Eq. (2.8). The number of electrons Ne is 

interpreted in terms of the beam current by using Eq. (2.4) and assuming e = 10 ns. In the low-

current regime, the single electron tracks are independent of each other and only for Ne ≥ 1000 a 

significant overlapping leads to a linear increase of the mean injection density (b ≈ 1). Thus, a 

minimum mean injection density can be obtained by fitting the data points in Figure 2.6(a) 

( nm,min = c) and defined using Eq. (2.5) to 

 

                                (2.12) 

 

which yields  nm,min = (1.4±0.3) 10
19

 cm
-3

 for Ee = 10 keV. A further decrease of the mean injection 

density is not possible. Note that this value is independent of the electron lifetime in the sample, but 

depends on material parameters [see Eq. (2.2) and Eq. (2.5)] and on the electron energy Ee, as shown 

in Figure 2.6(b). 
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Figure 2.6: (a) Mean injection density  nm per cm
3
 for an electron energy Ee of 10 keV as a function of beam 

current assuming a minority carrier lifetime  e of 10 ns
 
with the error bars denoting the width of the distribution 

wn. A constant minimum value  nm,min  is reached at low currents. (b) Minimum injection density  nm,min as a 

function of the electron energy Ee and fitted by a power law. 

2.3.2 Motion of charge carriers 

Once e-h-pairs are generated, they will recombine with a characteristic lifetime in the semiconductor 

material. During their lifetime, they can be subject to drift and/or diffusion processes. Both 

mechanisms lead to the motion of charge carriers from their origin (spot of excitation). Since the 
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motion has not been considered in Monte-Carlo simulations and calculations in Section 2.3.1, the 

generation density profiles g(x,y,z) are valid only for the moment of impact. For t ≥ t0, e-h-pairs will 

spread over the sample due to these transport processes. This means that the recombination may 

occur at a place different from the place of excitation. If charge carrier motion is present, the 

injection density becomes a function of time after the moment of impact t0:  n =  n(t-t0).  

Carrier diffusion processes will take place in any semiconducting material. The distance of transport 

can be described by the diffusion length Ldiff of electrons and holes, respectively, defined by 
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(2.13) 

 

[Sze81]. The process is thermally activated and depends on the mobility   and lifetime  of the 

carriers in the sample. It has been shown that the diffusion length can be determined by CL methods 

[Zar89; Gus98], if the CL intensity emitted at one specified position is detected as a function of the 

spot of excitation. Since in common CL setups, the detection system usually detects the global 

intensity emitted from a large region of the sample, it is necessary to specially define the region of 

interest. This may be done by applying a thin metal mask [Zar89] or by using a well defined 

interface between two regions with different band-gaps. The latter mechanism has been recently 

used to determine the diffusion length in (Al,Ga,In)As nanowire heterostructures [Gus10]. 

Drift mechanisms only occur if an accelerating force is present. This may be the electric field in the 

SCR of a p-n-junction or an externally applied voltage, but also other forces on charge carriers can 

be present. If the material properties of the semiconductor vary with the depth z, Fonash [Fon81] 

finds in a very general one-dimensional approach (see Figure 2.7) the expression 

 

        
    

  
       

   
  

 (2.14) 

 

for the conduction-band current density. Herein, EFn stands for the electron quasi-Fermi level, Te 

denotes the effective electron temperature and Se the Seebeck coefficient. The effective electron 

temperature Te can often be assumed to be equal to the lattice temperature Tlattice and independent of 

z for a homogeneous bulk sample, but it might differ from the lattice temperature in high electric 

fields [Str62]. Thus, in the bulk, the effective force giving rise to an electron current in the 

conduction band is the gradient in the electron quasi-Fermi level. 

This gradient can be analyzed according to                   (see Figure 2.7) to gain 

additional information on the origin of the force. Introducing this into Eq. (2.14) yields (for 

Te = const.) [Fon81] 
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Figure 2.7: General semiconductor conduction band diagram with the vacuum energy level EVac, the electron 

affinity  e, the electron quasi-Fermi level EFn and the energy Vn denoting the energetic distance of EFn and the 

conduction band EC (according to [Fon81]). All parameters are allowed to vary with depth z. 
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for the conduction-band current density. Here, E(z) is the electrostatic field,  e(z) the electron 

affinity and NC(z) the density of states in the conduction band. According to (2.15), the electron 

current density is driven by a total force 
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)   (2.16) 

 

which acts on the electrons (drift) and by an electron concentration gradient (diffusion). The Eqns. 

(2.14) - (2.16) can be equally defined for the hole current in the valence band. 

As described in Section 2.1.1, a gradient in the band-gap is present in Cu(In,Ga)Se2 absorber layer 

for solar cell fabrication, which primarily occurs in the conduction band position:        ⁄  

     ⁄ . As Cu(In,Ga)Se2 absorber layers for solar cell application are p-type [Poo06], the minority 

carriers are the electrons and the current in the conduction band has to be considered. The standard 

grading in Cu(In,Ga)Se2 solar cells is a so-called double-grading with an increase of the band-gap 

towards the front- and the back-contact [Ram03a; Bär04; Kau09; Sey11]. While the back-grading 

leads to improved collection (enhanced short-circuit current), the front-grading is supposed to 

minimize the recombination in the space charge region – thus, it increases the open-circuit voltage 

[Dul01]. According to Eq. (2.16), the gradient in the band-gap has physically the same effect on 

electrons in the conduction band as an electro-static field. The gradient in the band-gap induces a 

force on electrons in the conduction band, which leads to a drift towards the minimum of the band-
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gap. As a first approach, the effective force present in the absorber layer (without p-n-junction) can 

be described by 

 

        
      

  
   

        

  
   (2.17) 

 

Additional forces can occur due to electrostatic charges on interfaces or the free surface (band-

bending) and gradients in the density of states in the conduction band NC or the electron temperature 

Te. The field induced by the band-gap grading is commonly referred to as effective force field 

[Fon81] or quasi-electric field Eqe [Osi85]. The latter term will be used throughout this work.  

The drift process can be characterized by the drift length Ldrift of the electrons in the quasi-electric 

field Eqe within their lifetime e 

 

                           (2.18) 

 

according to the Drude theory [Dru00]. Here, vdrift gives the drift velocity, which can be estimated to 

be up to 10
4
 m s

-1
 at room-temperature (T = 300 K) for an electron mobility of 100 cm

2
 V

-1 
s

-1
 

[Glo05a] and a maximum field of 1 V µm
-1

 (as in the samples used, see Section 5.1). For a lifetime 

of 10 ns, a drift length of up to 100 µm can be expected from Eq. (2.18), which is very large 

compared to the thickness of the Cu(In,Ga)Se2 absorber layers. 

The influence of charge carrier drift on luminescence in band-gap graded materials has already been 

discussed in the literature for III-V- and II-VI semiconductors [Kov81b; Car82; Osi82]. Kovalenko 

et al. [Kov81a] develop analytic methods for the determination of semiconductor properties (drift 

length, diffusion length, quasi-electric field, thickness of the graded layer, surface recombination) 

from graded-gap related phenomena, which than are applied to AlxGa1-xAs in [Kov81b]. These 

quantitative models, however, are limited to layers showing a linear variation of the band-gap with 

depth.   

Coming back to the injection level calculations from Section 2.3.1, it can be assumed that the region 

of recombination may be by far larger than the excitation region itself. This may lead to a strong 

decrease of  nm within the time t-to. Thus, if one asks for the effective injection density, the time of 

interest t-to after the impact needs to be specified. For example, the emission energy of donor-

acceptor transitions depends on the injection density  n at the moment of recombination (as 

discussed in Section 2.3.3). Thus, an exact description of the injection density at the moment of 

recombination would require to solve the full transport equations in three dimensions including 

generation, recombination, drift and diffusion terms [Sze81] as described for example in [Lau09]. In 

a very first approach, the influence of drift and diffusion can be approximated by inserting either 
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2 Ldiff or Ldrift instead of RK-O into Eq. (2.10). (if 2 Ldiff, Ldrift > RK-O) in order to determine the mean 

generation density gm.  

2.3.3 Recombination processes in semiconductors 

The generation of excess carriers (in this case by the electron beam) leads to a concentration of e-h-

pairs above the equilibrium concentration; thus, increased recombination will occur. The energy 

difference of the initial and the final state can be emitted either radiatively (photons) or non-

radiatively (phonons) – only the radiative recombination can be observed by luminescence 

techniques. In most cases, the non-radiative recombination is simply regarded as a loss mechanism, 

which reduces the number of photons emitted from the sample and is considered by the radiative 

recombination efficiency  rad. 

Highly excited carriers (“hot carriers”) lose their excessive energy by scattering processes with the 

lattice very quickly until the conduction band minimum (electrons) and the valence band maximum 

(holes) is reached, respectively. As the carrier lifetime is large compared to this relaxation time 

(typically picoseconds [Par07]), the recombination can be assumed to take place only from states at 

the edges of or within the band-gap. In general, the energy of the photon equals the difference in the 

energies of the initial and the final state of the electron. It may be reduced by the excitation energy 

of optical phonons (phonon replica). The typical transitions observed in luminescence measurements 

are displayed in Figure 2.8 and abbreviated according to the common nomenclature. In general, 

different recombination paths can be identified by the dependence of the peak energy and the peak 

intensity on the injection density and/or the sample temperature. A detailed discussion of these 

relations can be found in [Pan75; Sch92; Reg04].  

 

Figure 2.8: Optical transitions occurring in semiconductor materials. The full band-gap energy is detected when 

recombination occurs directly from the conduction band (EC) to the valence band (EV). The energy is lowered by 

the binding energies EFX and EBX of free and bound excitonic stated (for excitonic transitions) and ED and EA of 

donor and acceptor defect levels (for defect related transitions), respectively.  
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The highest observable energy (EBB = Egap) originates from the transitions directly between the 

conduction and the valence band (band-to-band transition, BB). The energy of exciton related 

transitions (free exciton, FE, and bound excitons, BE) is lowered for the exciton binding energies 

EFX and EBX due to the coulomb interaction between electron and hole. Excitons are mostly observed 

in low temperature experiments only, but as they are not found in Cu-poor Cu(In,Ga)Se2 (as shown 

in Section 2.3.4) they are not discussed here in detail.  

Additionally, carriers localized at defects can be involved in the recombination processes. Then, the 

photon energy is reduced for the donor and/or acceptor energies ED and EA, respectively. While the 

bound-to-free (BF) and free-to-bound (FB) transitions involve both localized and free carriers, the 

donor-acceptor-pair transition (DA) occurs from defect level to defect level. The energy of the DA-

transition is given by  

 

                
  

     
   (2.19) 

 

The last term in Eq. (2.19) accounts for the coulomb interaction of the charged donor-acceptor-pair 

after the emission. It is determined by the relative permittivity   of the sample and the distance of 

the donor-acceptor-pair r taking part in the recombination process. Since the average distance of the 

donor-acceptor-pair decreases with increasing injection density  n, a blue-shift of a few meV per 

decade of increasing excitation power is usually observed [Pan75]. If the thermal energy in the 

sample approaches the shallower defect energy, the recombination preferably occurs via FB- or BF- 

rather than via DA-transitions. If the temperature is increased even further, also the deeper defect 

can be ionized and BB-recombination is observed. 

The standard model for the donor-acceptor-pair transition is only valid for low donor and acceptor 

concentrations ND/A, i.e. for  ND/A      
   [Shk84] with ae,h being the Bohr-radius of the respective 

impurity. In case of high defect concentration and also a high compensation ratio (for a p-type 

semiconductor) K = ND/NA an alternative description has been developed by Shklovskii et al. 

[Shk84]. The model describes the influence of a concentration of ionized defects NI which is 

considerably higher than the one of free charge carriers p. This leads to an incomplete screening of 

localized charges and, thus, to average potential fluctuations with an amplitude   of  

 

    
  

      

  
   

    
   (2.20) 

 

This model has been shown to be valid for Cu-poor Cu(In,Ga)Se2 [Dir98; Bau01; Sie04b; Sie06]; 

the influence of the compensation on the optical transitions is discussed in detail in Section 2.3.4. 
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2.3.4 Review on luminescence of Cu(In,Ga)Se2 

The luminescence of the quaternary system Cu(In,Ga)Se2 and the two corresponding ternary 

compounds CuInSe2 and CuGaSe2 has been subject to numerous studies. PL-, CL- and EL-

investigations lead to a comprehensive picture of the luminescence properties and their dependence 

on temperature, injection density and stoichiometry. As most work was done using PL spectroscopy, 

the defect model of Cu(In,Ga)Se2 is described along with these data. Although most of the data were 

obtained on single-crystalline samples, the results can also be applied to polycrystalline thin-films 

[Reg05]. A detailed survey of the literature can be found in [Reg04]. 

The luminescence spectra of the ternaries CuInSe2 and CuGaSe2 are displayed in Figure 2.9 (a) and 

(b), respectively, as they were measured with PL at low temperatures (T ≤ 10 K) [Bau01; Sie04b] for 

different Cu-contents. For both materials, a strong, but similar influence of the Cu-content on the 

spectrum is observed, and therefore the following description holds for both systems. In Cu-rich 

samples and near-stoichiometric samples (if Cu/III is larger than approximately 0.95), several 

emissions are observed: Excitonic luminescence is measured next to two DA-transitions and their 

phonon replica. The so-called DA1-emission is found to be 20 - 40 meV higher than the DA2-

emission, which relatively increases in intensity with increasing Cu-content. In Cu-poor samples (if 

Cu/III is smaller than approximately 0.95), only one broad DA-transition can be observed, which 

exhibits an asymmetric broadening towards lower energies and a continuous red-shift with 

decreasing Cu-content. This transition can be presumed to be due to the same defects as the DA1-

emission in stoichiometric material, because the energy converges towards EDA1 for Cu/III 

approaching 0.95. 

Measurements on Cu-rich samples have also been performed for the quaternary system 

Cu(In1-xGax)Se2 for different values of x. These data show a continuous shift of the respective 

emission energies with the band-gap [Yos00; Reg05]. A similar signature is obtained for the whole 

range of stoichiometry except of a broadening of the peaks for the mixed phases, which is explained 

by a higher degree of disorder [Reg05]. From the luminescence energies, a defect model has been 

developed for the whole range of x = 0…1, which is shown in Figure 2.10(a) [Reg05]. In this model, 

the two DA-transitions are attributed to one shallow donor level (ED = 10 meV for CuInSe2) and two 

deeper acceptor levels (EA1 = 40 meV, EA2 = 60 meV for CuInSe2), which exhibit slightly increasing 

defect energies for higher band-gap materials. The model is in agreement with data obtained from 

different groups as shown in Figure 2.10(b) [Zot97; Dir98; Yos00; Bau01; Sie04b; Reg05], where 

the DA1-transition energy EDA1 at low temperature (4-10 K) is plotted as a function of the GGI. In 

addition, the band-gap is shown as a function of GGI (solid line) (featuring a bowing factor 

of -0.167 eV [Alo02] and band-gaps of Egap,CISe = 1.045 eV and Egap,CGSe = 1.720 eV [Reg05]). From 
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this band-gap, the DA1-transition energy is calculated as a function of GGI using the defect model 

shown in Figure 2.10(a). A similar relation between EDA1 and the GGI is presented in [Rom03b]. 

 

Figure 2.9: Photoluminescence spectra of CuInSe2 (a) and CuGaSe2 (b) epitaxial layers at a temperature of 10 K 

for varying Cu/III-ratios taken from [Sie04b] and [Bau01], respectively. 

As discussed above, the defect energies used in the model were obtained from analyzing Cu-rich or 

near-stoichiometric samples. The DA1-transition of Cu-poor Cu(In,Ga)Se2 is commonly interpreted 

to be increasingly affected by strong potential fluctuations (see Section 2.3.3) with decreasing Cu-

content due to the strong self-compensation of the material [Zot97; Dir98; Bau01; Sie04b]. This 

type of transition shall hereafter be referred to as quasi-donor-acceptor-pair transitions qDAP as also 

done in literature [Bau01; Rom03a]. As a result of these fluctuations, the following unusual features 

can be observed for qDAP-transitions: 

 a red-shift of the emission with increasing compensation ratio K [Dir98; Bau01; Sie04b; 

Sie06] (see Figure 2.9), which can be approximated by  E = 2 opt [Bau01; Rom03b; Sie06]; 

 a particularly strong blue-shift of the emission of more than 10 meV decade
-1

 with increasing 

injection density  n [Dir98; Bau01; Sie04b]; 

 for very high injection densities, the injected charge carriers screen the local charges and the 

emission energy EqDAP reaches a saturation value EqDAP,sat = EDA1 [Dir98]; 

 a broadening of the peak which is especially strong towards low energies (asymmetric) with 

decreasing Cu-content [Dir98; Bau01; Sie04b; Sie06]. 

The amplitude of the fluctuations which is active in optical transitions  opt is smaller than the total 

amplitude   because the typical tunneling length occurring in the optical transitions is small when 

compared to the screening length [Dir98; Sie06]. Since the red-shift of the emission energy is not 

(a) (b) 
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due to changes in the band-gap, the correlation of both quantities is not straight forward for Cu-poor 

Cu(In,Ga)Se2: either the measurement has to be performed at saturation for high injection densities 

(EqDAP,sat) or opt must be known. The latter quantity can be obtained from fitting the low energy 

slope of the peak [Sie06]. 
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Figure 2.10: (a) Defect model for Cu-rich and stoichiometric Cu(In,Ga)Se2 with varying Ga-content taken from 

[Reg05]. (b) DA1-transition energy as a function of the Ga-content as measured by different authors. 

Additionally, the band-gap energy and the DA1-transition energy are plotted according to [Reg05]. 

In recent years, also CL and EL of Cu(In,Ga)Se2 thin-films have been studied. EL is performed on 

full devices and therefore the luminescence is observed at or close to real electrical working 

conditions of the solar cell (forward voltage regime). It is also preferentially used for large scale 

applications due to the simple experimental setup. CL offers the highest lateral resolution of all 

luminescence techniques and depth-dependent measurements can be performed by a variation of the 

electron energy. These two advantages are used to investigate changes in luminescence properties in 

the sub-µm range, such as the influence of grain boundaries [Rom03a; Ott04; Han06; Het06; 

Abo09], differences between individual grains [Rom03a; Sie05b; Het06] and surface related 

phenomena [Str02; Roc03; Rom03b; Reg04].  

 

In most luminescence investigations, samples with a constant stoichiometry [GGI, S/(S+Se)] have 

been used – or at least the samples were assumed to be homogeneous. Since band-gap graded 

material is used for solar cell fabrication, the luminescence of this type of samples is of especially 

high interest. According to my knowledge, there is no study so far, which systematically investigates 

the luminescence properties of Ga-graded or S-graded Cu(In,Ga)(S,Se)2. But some observations in 

luminescence spectra have been discussed regarding the variation of the band-gap:  

Wagner et al. [Wag98] observed different peaks in PL spectra in Cu(In,Ga)Se2 thin-films grown by 

RTP-selenization of metallic precursors. These peaks were ascribed to regions with different band-

gaps (due to varying Ga-content), which was confirmed by photoluminescence excitation 

spectroscopy (PLE). Also Rega et al. [Reg05] describe an increase of the Ga-content with increasing 

(a) 
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depth in their epitaxial samples. As the generation takes place in the first 100 nm only, they discuss 

the surface stoichiometry measured by energy dispersive X-ray spectroscopy (EDS) to solely 

determine the detected peak energy. Additional depth resolved CL spectra in [Reg04] show that the 

local CL peak energy does not correspond to the local Ga-content within these epitaxial films. 

An increase of the saturated peak energies EqDAP,sat with the distance from the free surface is 

observed in [Rom03b]. This does not fit to a double band-gap grading induced by the Ga-profile 

(corresponding profiles can be found in [Yan02; Ram03a]). Laterally resolved spectra on a sample 

thinned from the backside for transmission electron microscopy (TEM) reveal an additional peak at 

1.15 eV to appear in regions with a high density of dislocations, which relatively decreases in 

intensity with increasing beam-current. The appearance of this peak is interpreted to be due to the 

existence of a sub-interface, which acts as a barrier for the transport of injected carriers [Rom03b].  

Although these observations already point towards an influence of the grading, many recent studies 

on the luminescence of Cu(In,Ga)(S,Se)2 thin-films do not give any information on the shape of the 

grading present in the layer [Con09; Ish09; Slo10; Paw11; Zac11]. However, the presence of some 

kind of Ga-grading must be presumed because the samples were all deposited by the three-stage 

process. Mostly, the emission energies are interpreted in relation to an average band-gap calculated 

from the integral Ga-content. This assumption may lead to incorrect interpretations of the 

luminescence signal. Therefore, the luminescence of Ga-graded Cu(In,Ga)Se2 is systematically 

investigated in this work. 

2.3.5 Detection of the luminescence signal 

The CL intensity is detected as a function of position and energy in CL imaging and spectroscopy, 

respectively. Therefore, it is essential to exclude all effects leading to a spatial or spectral 

dependence of the CL intensity in the detection process. All steps, which have to be taken from the 

radiative recombination process (emission of the photon) to the final luminescence signal, are 

described below with a focus on the spatial and spectral dependence. All these processes can be 

summarized in the external quantum efficiency of the CL measurement EQECL. A detailed 

description can be found in [Yac90]. 

Re-absorption: After emission, photons may be re-absorbed in the sample on their way out. The re-

absorption depends on the energy-dependent absorption coefficient  (  ). The absorption can 

directly influence the spectral distribution of photons detected with the system and therefore it must 

be considered very carefully in spectroscopy. As the absorption coefficient   of a direct 

semiconductor strongly increases when the energy reaches the band-gap energy, especially near-

edge emission such as band-to-band and exciton correlated emissions suffer from re-absorption. 
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Defect-related emission with energies approximately 50 meV below the band-gap exhibit larger 

absorption length [e.g. of about 1 µm in Cu(In,Ga)Se2] – thus, absorption may be negligible here. 

The re-absorption in band-gap graded material is a special case, because the absorption coefficient 

additionally depends on depth:   =  (  ,z). In the samples investigated in this thesis, the band-gap 

decreases with increasing depth and so the re-absorption of emissions from deeper regions is 

reduced when compared to homogeneous material. But if the band-gap increases with depth in the 

excitation region, re-absorption will strongly reduce the intensity of the high-energy emissions.  

In cross-section measurements, the band-gap is assumed to be constant with depth for every single 

spot. Thus, the re-absorption can be neglected for DA-transitions.  

Reflection and total reflection: In addition to absorption, the reflection and the total reflection at 

the sample surface or another interface causes to a strong reduction of the EQECL. Photons are 

emitted isotropically and all those emitted at an angle larger than  C = arcsin(n2/n1) inclined from 

the vertical axis are totally reflected internally according to Snell’s law (ni denote the refractive 

indices of the two materials at the interface). For the special case of the interface 

Cu(In,Ga)Se2/vacuum with n1 ≈ 3 and n2 = 1, the EQECL reduces by about a factor of fR = 50 

[Yac90]. But as the refractive index can be assumed to be only weakly dependent on energy around 

the band-gap energy [Kaw98], the influence on the spectra can be neglected in most cases. Spatial 

variations of fR can occur due to surface roughness. 

Collection efficiency: Additional corrections have to be applied due to the overall collection 

efficiency of the collection system. This includes the reflectivity of the mirrors, the transmission of 

the lenses and the monochromator and the quantum efficiency of the detector. This collection 

efficiency can be measured with a calibrated light-source and used for the correction of all spectra. 

 In all measurements, the focal optic of the collection system (mirror or lens) limits the region of 

investigation to the area of the focal point, which can have a diameter below 100 µm. Any optical 

maladjustment influences the spatial distribution of the collection efficiency, and thus, the 

luminescence intensity. 



 

 

 

3 Experimental and analytical methods 

3.1 Experimental methods 

This section gives an overview on all experimental methods applied in this work for solar cell 

preparation (Sections 3.1.1 + 3.1.4), ion implantation (Section 3.1.2) and annealing (Section 3.1.3) 

3.1.1 Absorber deposition 

All solar cells used in this work were prepared according to the layer structure shown in Figure 3.1: 

The Cu(In,Ga)Se2 absorber is deposited by multi-stage co-evaporation (based on the three-stage 

process) on molybdenum-coated soda-lime glass substrate as described in [Kau09]. The sputtered 

Mo back-contact as well as the absorber layer were deposited at the “Helmholtz-Zentrum für 

Materialien und Energie Berlin” (HZB). The absorber deposition process at the HZB is well-

established and solar cells made from these absorbers yield international-standard high efficiencies 

up to 18% [Kau09; Cab10]. The process starts by evaporating a sequence of InSe- and GaSe-

precursor layers, which are subsequently transformed into Cu(In,Ga)Se2 in the second phase 

supplying only Cu and Se. At the end of this phase, the material turns Cu-rich (Cu/III > 1), which 

has been found to be essential for large grain sizes [Rau99b]. In the third stage, the final Cu-poor 

stoichiometry is obtained by evaporating In, Ga and Se, only. The whole process is controlled by 

laser-light scattering (LLS) [Kau09]. The integral stoichiometry is measured by means of X-ray 

fluorescence spectroscopy (XRF) to Cu/III ≈ 0.8 – 0.9 and GGI ≈ 0.3.  

  

Figure 3.1: Typical stack of a Cu(In,Ga)Se2 solar cell; layer properties as used in this study are listed in the table 

on the right. 

In Chapter 6, the absorber deposition at increased substrate temperature is investigated on a glass 

substrate specially developed by Schott AG Mainz. This substrate features a sodium content 

comparable to standard glass and an optimum match of the coefficient of thermal expansion (CTE), 

function material thickness (nm) 

(1) front grid Mo/Cu/Mo or Ni/Al  1 or 2 µm 

(2) window  
(a) ZnO:Al 300 nm 

(b) i-ZnO ≈ 75 nm 

(3) buffer CdS ≈ 50 nm 

(4) absorber Cu(In,Ga)Se2 1.7 – 2 µm 

(5) back-contact Mo 1 µm 

(6) substrate  soda lime glass 2 mm 
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but allows to employ substrate temperatures up to 700°C [Win09]. The high-temperature absorbers 

deposited at a nominal substrate temperature of 610°C are compared with the absorbers from the 

standard process at 530°C, both types of absorbers being deposited on this new glass substrate. All 

other parameters such as the elemental fluxes or evaporation times remained nominally unchanged. 

The integral stoichiometry is not influenced according to XRF. 

3.1.2 Ion implantation and SRIM calculations 

Ion implantations were performed at the linear ion accelerator ROMEO at the “Institut für 

Festkörperphysik” (IFK) in Jena. All elements were separated into pure isotopes by mass separation. 

Acceleration voltages from 20 to 350 kV can be used. The implantation currents were in the order of 

1 - 3 µA. Different parameter sets (isotopes, energy, fluence) were used throughout this work as 

listed in Table 3.1. As a standard, an ion energy of 20 keV is used; deviations from this standard are 

mentioned in the text. The fluence is adjusted to yield a maximum concentration of 10
21

 cm
-3

 

(around 2 at.%) for all implantations. Implanting a 25 x 25 mm
2
-sized sample needed about 

5 - 30 min for the applied fluences. 

The ion ranges listed in Table 3.1 and the profiles shown in Section 4.3 were calculated using the 

Monte-Carlo code Stopping and Range of Ions in Matter (SRIM) [Zie03]. The SRIM calculations 

were performed for Cu(In0.7Ga0.3)Se2 with a density of 5.75 g cm
-3

 and the default binding energies 

suggested by SRIM (displacement energy 25 eV, lattice binding energy 3 eV, surface binding energy 

3.52, 2.49, 2.14 and 2.82 eV for Cu, In, Ga and Se, respectively).  

The implantation damage can also be estimated by SRIM calculations, which yields a maximum 

number of displacements of           =               between 10 and 50 per incident ion and 

nanometer for the above isotopes and energies. This corresponds to a number of displacements per 

atom ndpa [Nas06] of 10 - 60 dpa for the above fluences. A number of 1 dpa means that, on the 

average, every atom in the respective volume has been displaced once from its original lattice site. 

isotope energy (keV) range (nm) fluence (10
15

 cm
-2

) used in Section 
114

Cd/
132

Xe 20 11.3/10.6 1.4 4.4+4.5 (j-V, EQE, C-V, CL) 
64

Zn 20 13.8 2.0 4.4+4.5 (j-V, EQE, C-V) 
24

Mg 20 29.3 5.0 4.4+4.5 (j-V, EQE, C-V) 
114

Cd/
132

Xe 20 11.3/10.6 4.2 4.4.3 (EQE) 
114

Cd 100 34.8 4.0 4.3 (SIMS) 
64

Zn 65 34.2 5.0 4.3 (SIMS) 
24

Mg 24 33.9 6.0 4.3 (SIMS) 

Table 3.1: List of parameter sets (isotope, ion energy, fluence) used for ion implantation in this work. The range 

is given as calculated by SRIM. 
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3.1.3 Thermal annealing 

The thermal annealing of the implantation defects is performed in an RTP furnace, which allows to 

apply different atmospheres and pressures. Annealing was performed either in ambient air at 1 bar, 

in Ar-gas at slight overpressure (1.2 bar) or in a rough vacuum (around 3 mbar). Different annealing 

procedures were applied in this work as listed in Table 3.2: The annealing was performed either 

after completion of the solar cell (procedure A) or directly after implantation (procedures B and C). 

Annealing temperatures are range from 50 to 500°C; dwell times of either 30 min or 0 min were 

used. Procedures B1 (300°C/30 min) and C1 (350°C/0 min) have been established as a standard for 

defect annealing in this work. The heating rate was kept constant at 100 K min
-1

, no active cooling 

was applied. The annealing without dwell time is applied for a reduction of dopant diffusion as 

discussed in detail in Section 4.3. For the given heating and cooling profiles and assuming an 

activation energy of 1 eV for diffusion (see Section 2.2.3), the diffusion length can be estimated to 

be 20 times higher when annealing for tann = 30 min compared to the process without dwell time for 

temperatures ranging from 300 - 500°C. Thus, an annealing time equivalent of tann,equi = 1.5 min is 

assumed for a process without dwell time. 

procedure process order position annealing ambient dwell time annealing temperature 

A after completion air or Ar     30 min           50 – 300°C 

B after implantation Ar or vacuum     30 min         300 – 500°C 

C after implantation Ar or vacuum       0 min         350 – 500°C 

B1 after implantation vacuum     30 min                   300°C 

C1 after implantation vacuum       0 min                   350°C 

Table 3.2: List of parameter sets (position in the solar cell fabrication process, annealing ambient, annealing time 

and temperature) used for thermal annealing of solar cells and absorber layers in this work. 

3.1.4 Front-contact deposition 

Solar cells are completed using a CdS buffer layer and a ZnO-bi-layer as window structure at the 

IFK Jena. The buffer is deposited in a chemical bath (CBD). Therefore, the samples are placed in a 

bath containing cadmium sulfate (CdSO4, 47 mg), ammonium hydroxide (NH4OH, 30%-solution, 

11.5 ml), thiourea [SC(NH2)2, 1.465 g, filtered solution] and water (H2O, 164 ml) and put in a water 

bath pre-heated to a temperature of 65°C. The solution and the bath are stirred by a magnetic stirrer 

for the whole deposition time of 7.5 min.  

The i-ZnO/ZnO:Al bi-layer is deposited by RF-magnetron sputtering at a base pressure of 

2 10
-7

 mbar. The sputtering parameters are shown in Table 3.3. A metal grid is deposited onto the 

ZnO:Al-layer by DC-sputtering of a triple layer of Mo/Cu/Mo with an overall thickness of 1 µm and 
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a relative shading AG of 9%. In the case of buffer-less solar cells (Section 4.5), the CdS-deposition is 

just omitted in the process order.  

The solar cell data shown in Chapter 6.4 were measured on solar cells completely processed at the 

HZB as described in [Kau09]. The buffer/window structure is comparable, but a Ni/Al-front grid 

with a thickness of about 2 µm is used as a front-contact; the grid shading AG is about 2.2%. A MgF2 

anti-reflective (AR) coating of a thickness of 110 nm has been used in some cases. These devices 

always showed higher efficiencies compared to cells completed at the IFK, which is presumed to be 

due to a higher degree of optimization of the window-structure to the absorbers and/or a degradation 

of the absorbers during the transport to Jena. 

layer process gas pressure (10
-3

 mbar) gas flow (sccm) power (W) time (min) thickness (nm) 

i-ZnO Ar+O2 2.8 6 150 13 63 

ZnO:Al Ar 2.0 6 200 22 290 

Table 3.3: List of the parameter set used for deposition of the ZnO-window double-layer. 

3.2 Methods of characterization  

All characterization methods used in this work shall be mentioned and shortly described. Details are 

given only in case of the external quantum efficiency in Section 3.2.2, since non-standard 

interpretations are applied. Extra details will also be given on the set-up used for 

cathodoluminescence analysis in Section 3.2.9 as it has been extensively used in this work. 

3.2.1 Current density-voltage characteristics – j-V  

Current density-voltage measurements (j-V) under standard AM1.5 illumination are the technique 

most commonly used in solar cell characterization. A comprehensive overview of the application of 

the technique on thin-film solar cells is given in [Heg04]. 

Typical dark and light j-V-curves of a solar cell are shown in Figure 3.2(a). The four basic 

parameters (short-circuit current density jsc, open-circuit voltage Voc, fill factor FF and solar cell 

efficiency  ) can easily be determined from the point of zero voltage (jsc), the point of zero net 

current (Voc) and the maximum power point MPP (FF and ). Detailed analysis is performed on the 

basis of the one-diode model [Sze81] 

 

         {   [
 

      
       ]   }   

     

   
        (3.1) 

 

Therein, the j-V-characteristics are solely defined by the diode quality (saturation current j0, diode 

ideality factor nid), parasitic resistances (series resistance Rs, shunt resistance Rsh) and the generated 
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photocurrent jPh. The diode ideality factor nid has been introduced to account for the recombination 

both in the SCR (nid = 2) and the neutral region (nid = 1) [Sah57]; only values between 1 and 2 can 

be explained in terms of this model. Evaluation of this implicit equation is performed using a 

Mathematica code based on graphical methods (Plot B from [Wer88]). 

Each sample finalized at IFK Jena has a size of 25 x 25 mm
2
 and consists of eight separate solar 

cells with a size of 5 x 10 mm
2
. Samples fully processed at the HZB have a final size of 50 x 50 mm

2
 

and consist of 15 cells with sizes of 5 x 10 mm
2
 and 10 x 10 mm

2
. Mean values and standard 

deviations as shown in Chapter 6 and in the Appendix are calculated by statistical evaluation of all 

the cells from one sample. The relative error of the measurement is mainly determined by the 

inaccuracy of the determination of the cell area to about 6%. 
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Figure 3.2: (a) Light and dark j-V-characteristics of a Cu(In,Ga)Se2 solar cell showing the characteristic points: 

short-circuit current density jsc, open-circuit voltage Voc and the maximum power point MPP. (b) Typical EQE 

spectrum of a Cu(In,Ga)Se2 cell (red squares) and the current losses divided into the different loss mechanisms. 

3.2.2 External quantum efficiency – EQE  

The External Quantum Efficiency (EQE) of a solar cell is defined as the number of electrons 

collected from the device divided by the number of incident photons. It is measured as a function of 

the incident photon wavelength. An EQE lower than one indicates losses occurring in the device. A 

typical EQE spectrum (red squares) is displayed in Figure 3.2(b); all black lines are simulations 

based on optical and electrical experimental data (see below for details). The losses can be resolved 

into the common optical and electrical loss mechanisms (1 - 6): 

(1) wavelength-independent losses due to absorption in the front-grid AG (shading) 

(2) losses due to optical reflection at the whole stack Rstack and UV- and (free-carrier) IR-

absorption in the ZnO window layers AZnO 

(3) losses due to absorption in the CdS buffer (400 – 550 nm) 

(4) losses due to transmission of light through the absorber (thickness dabs) at high 

wavelengths 
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(5) wavelength-independent losses due to the recombination at the buffer-absorber interface  

(6) losses in the red due to incomplete collection from deeper regions of the cell 

An approximation of the losses in short-circuit current density due to these mechanisms is given in 

[Heg04]. The experimental data additionally show optical interferences in the ZnO window, which 

were neglected in the simulations. The different losses can be brought together to obtain an 

analytical expression for EQE simulations as discussed in the literature [Liu94; Heg04; Heg07; 

Häd11]. The EQE can be described as a product of the optical-loss term Lopt and the internal 

quantum efficiency IQE. If complete collection in the SCR is assumed, the EQE is obtained to  

 

              *  
 

              
                   + 

 

(3.2) 

 

[Heg04; Häd11] using the interface recombination factor H and the optical-loss term  

 

 

                                                 

  [                    ]   
(3.3) 

 

In this work, the optical reflections from the whole stack are approximated by the reflections 

measured on a ZnO-layer on glass leading to the substitution TZnO  (1 – Rstack) (1 – AZnO).  These 

equations have already been used for the simulations in Figure 3.2(b). The ZnO-transmission and 

the CdS-absorption have been measured by transmission and reflection measurements using an 

integrating sphere (data shown in the Appendix, Figure A1); the Cu(In,Ga)Se2 absorption coefficient 

is calculated according to [Nag07]. Furthermore, a grid-shading AG of 2.2%, an absorber thickness 

dabs of 2 µm, an interface recombination factor H of 0.96, an SCR-width wSCR of 500 nm and a 

diffusion length Ldiff of 1 µm have been assumed in Figure 3.2(b). 

If the optical-loss term Lopt is presumed to be constant for all processed devices, the EQE is solely 

determined by the SCR-width, the diffusion length and the interface recombination. While the latter 

leads to a wavelength-independent scaling of the EQE, a decrease of the other two leads to lower 

collection at long wavelengths. Thus, their influence can hardly be separated in the EQE. However, 

the diffusion length can be determined independently if the SCR-width is taken from C-V-

measurements (see Section 3.2.3). If a strong dependence of the capacitance on illumination 

conditions is observed in C-V-analysis, then, no reliable data can be given for the SCR-width. In this 

case, the combined collection length                   is determined from the EQE [Kni04]. 

All EQE measurements are performed at zero voltage bias (short-circuit conditions). Ideally, EQE 

measurements should be performed under working condition, which is under AM1.5 bias-



33 3.2 Methods of Characterization 

illumination. In our set-up, a halogen lamp is used for bias-illumination and adjusted to 11% 

AM1.5-equivalent. Some cells involving annealing and/or ion implantation show very strong 

apparent quantum efficiency (AQE) effects [Eis98; Eng99; Kön02; Glo04] in the CdS- and/or i-

ZnO-absorption region. A very short description of the observed effects is given in the Figure A3 to 

Figure A5 in the Appendix. For these cells, an optical filter was used, which restricts the bias 

illumination to the wavelengths absorbed in the window- and buffer-layers (blue-light bias, see 

Figure A2 for filter transmissions). 

3.2.3 Capacitance-voltage-profiling – C-V 

The measurement of the capacitance C of the p-n-junction as a function of the applied voltage bias V 

yields information on e.g. the SCR-width wSCR and the depth profile of electrically active defects. 

Other applications and details of the method are described in [Blo92]. In this work, the C-V-

technique is used for two purposes only:  

(1) To determine the room-temperature SCR-width wSCR at short-circuit conditions (0 V). 

Before measurement, the cell was kept in the dark until the capacitance stabilized (usually 

a few minutes). These values were then used in the EQE-simulations as described in 

Section 3.2.2.  

(2) To determine doping profiles from the C-V-characteristics of ion implanted devices and to 

compare those to the profiles of the corresponding reference samples. The depth scale may 

be incorrect if a high concentration of traps with high emission rates is present in the layer 

[Blo92] – therefore, the axis is cautiously labeled as “apparent depth”. 

3.2.4 Electron microscopy  
 

Electron microscopy is a standard technique for high-resolution imaging. It has been used in two 

different modes in this work [Scanning Electron Microscopy (SEM) and Transmission Electron 

Microscopy (TEM)] in order to investigate the grain structure of the absorber. Details about these 

two methods can be found e.g. in [Gol03] and [Wil09], respectively. 

TEM-Cross-section samples are prepared by lamella preparation with a Focused Ion Beam (FIB) 

FEI-Helios NanoLab 600i. The FIB-lamella preparation is described in detail in [Wan09]. 

3.2.5 Energy-dispersive X-ray spectroscopy and X-ray fluorescence – EDS/XRF 

Both the Energy-Dispersive X-ray Spectroscopy and the X-Ray Fluorescence are used to non-

destructively determine the elemental composition of a specimen. They are based on characteristic 

X-ray emission, which is excited by either an electron beam (EDS) or high-energy X-rays (XRF). 
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While EDS was applied for high-resolution composition analysis (band-gap grading of the 

absorber), XRF was used to measure the integral stoichiometry of the absorbers. Details of these 

methods can be found in [Gol03] and [Bec06], respectively.  

3.2.6 Secondary ion mass spectroscopy – SIMS  

Secondary Ion Mass Spectroscopy (SIMS) is a destructive technique to measure high-resolution 

elemental depth profiles. The depth resolution is mainly determined by surface roughness and 

preferential sputtering effects. In this study, the depth was scaled by sputtering through the whole 

Cu(In,Ga)Se2 layer which had a well-known thickness. Absolute concentrations were normalized to 

the maximum concentration obtained from the implantation depth profiles calculated by SRIM. 

Details of the method are described in [Ben87]. All SIMS measurements shown in this thesis were 

performed at Schott AG Mainz. 

3.2.7 X-ray diffraction – XRD  

X-Ray Diffraction (XRD) is a non-destructive technique to analyze the crystallographic structure of 

a specimen. The polycrystalline thin-films are analyzed in the Bragg-Brentano configuration. The 

method is e.g. described in [War90]. 

3.2.8 Photoluminescence – PL  

Details of the luminescence techniques have been described in Section 2.3.3. In Photoluminescence 

(PL), the generation of carriers occurs by photogeneration with a laser. For all PL measurements 

discussed in this work, an unfocused beam (makro-PL) of an Ar-laser pumped Ti-sapphire laser is 

used at constant wave operation with the following standard parameters: a photon energy of 

   = 1.7 eV, a temperature of T = 10 K, a beam power of P = 20 mW and an illuminated area of 

about Aill = 1 mm
2.

 The luminescence signal is detected using a liquid-nitrogen cooled germanium-

diode; all spectra are corrected using a system reference. 

3.2.9 Cathodoluminescence – CL  

Cathodoluminescence (CL) imaging and spectroscopy uses a well-focused electron beam for carrier 

generation and is commonly performed in a Secondary Electron Microscope (SEM). All 

measurements shown in this thesis were measured using the set-up schematically displayed in 

Figure 3.3. A JEOL SEM 6490 with an LaB6-cathode was used, supplying an electron beam with 

constant electron energies Ee between 0.1 and 30 keV and beam currents Ib from approximately 1 pA 

to 100 nA. A Gatan monoCL3-system is attached to this SEM for CL analysis. The sample is placed 
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on liquid-He cooled cryo-stage, which can be used for temperature-dependent measurements from 6 

to 300 K.  

The luminescence light is collected by a mirror of paraboloidic shape, which can be inserted into the 

chamber above the sample. The distance d from the sample surface to the lower edge of the mirror 

has to be about 0.6 mm in order to reach the focal point of the mirror; thus, it collects the light from 

almost the entire hemisphere. The electron beam reaches the sample through a hole in the mirror, 

which has a diameter of 1 mm. The diameter of the focal point is about 30 µm when carefully 

adjusted; an area of 400 µm
2
 is scanned in order to obtain spectra averaged over a larger number of 

grains. 

For CL spectroscopy, a monochromator is used. For the IR-range, two diffraction gratings each with 

600 lines/mm are available, which are blazed to a wavelength of 800 nm (NIR-grating) and 1600 nm 

(IR-grating), respectively. While the former shows a rather constant efficiency over the whole range 

of interest (700 - 1400 nm, 0.89 - 1.77 eV), the latter can be used for wavelengths ranging from 1000 

to 1700 nm (0.73 - 1.24 eV) only. As broad peaks are measured in Cu-poor Cu(In,Ga)Se2, a spectral 

resolution of 5 nm was used for most spectra. For polychromatic imaging, the mirrors termed A and 

B in Figure 3.3 can be taken out of the beam path. All spectra and images were detected with an 

(In,Ga)As-photomultiplier Hamamatsu R5509-73, which was cooled to -80°C (193 K) with liquid 

nitrogen. For the IR-grating, a system reference has been measured and was used to correct all 

spectra as described in Section 2.3.5. This system reference is not available for the NIR-grating, but 

no large influence is expected as the references of both grating and detector are rather constant in the 

whole region of interest.  

 

Figure 3.3: Experimental set-up of the Gatan MonoCL3 used for all CL measurements in this work. The optical 

path is sketched by the dotted line; all parts of the instrument are explained in the text in further detail. 



36 3.2 Methods of Characterization 

An electron energy of Ee = 10 keV, a beam current of Ib = 250 pA and a measured sample 

temperature of 8 K were chosen as standard parameters. The effective sample temperature is 

presumed to be somewhat higher (10 - 20 K) due to the thermal insulation of the glass substrate and 

the power input of the incident electron beam. Deviations from these parameters are mentioned in 

the text.   



 

 

 

4 Interface modification by ion implantation 

In the following chapter, the influence of low-energy heavy-ion implantation on the absorber 

material properties and the performance of solar cells made from these absorbers is described. The 

influence of interface inversion on the device performance is investigated by SCAPS simulations 

(Section 4.1). For an effective near-interface extrinsic doping, the damage caused by ion 

implantation needs to be annealed by a thermal treatment. Thus, an annealing procedure is needed 

that 

 does not degrade the solar cell performance (Section 4.2),  

 does not induce a significant diffusion of the dopants (Section 4.3) and  

 leads to sufficient annealing of the implantation damage (Section 4.4).  

Finally, buffer-free Cu(In,Ga)Se2 solar cells are produced and investigated as an alternative to 

conventional Cu(In,Ga)Se2 solar cells with CdS buffer (Section 4.5). The results described in this 

chapter have partially been presented at the Spring Conference 2010 of the European Material 

Research Society (EMRS) in Strasbourg and published in [Haa11b]. 

4.1 Numerical simulation of interface effects 

The influence of the Fermi-level position at the interface on the solar cell performance is 

demonstrated in this section by numerical simulations with SCAPS 1-D 2.9 (Solar Cell Capacitance 

Simulator) [Bur00; Bur08]. Five different structures were simulated for this purpose, which are 

displayed in Figure 4.1 (A) to (E). All parameters of the window, buffer and absorber layer were 

adapted from the base case in the dissertation of Markus Gloeckler [Glo05a] (the full parameter set 

is given in the Appendix Table A1. The defect properties used for structures C, D and E are 

summarized in Figure 4.1(F). Figure 4.2 (a) and (b) displays the j-V-characteristics and EQE spectra, 

respectively, as obtained by the simulation of all five structures. 

Structure A represents the standard solar cell set-up with a CdS buffer layer and yields an open-

circuit voltage of 640 mV and efficiencies above 17%. Comparison of the simulation with 

experimental results [open black squares in Figure 4.2(a)] shows the performance to be very similar 

to today’s high-efficiency devices. For structure B, the CdS buffer layer is simply deleted from the 

layer stack in the simulation, which leads to a higher short-circuit current density of the cell due to 

reduced absorption losses (see also the corresponding EQE spectra). In the experiment, solar cells 

without CdS buffer suffer from severe losses in open-circuit voltage and fill factor [see open green 
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squares in Figure 4.2(a)], which is clearly not the case in this simulation. This discrepancy can be 

solved if interface recombination is taken into account, which is believed to be significant in this 

case, whereas it is commonly assumed to be negligible in the reference case [Glo05a]. The interface 

recombination is included in the simulation for structure C by introducing an interface containing 

charged mid-gap defects between the absorber and the window layer. The concentration and the 

carrier capture cross sections of both donor and acceptors were adjusted in order to model the j-V-

characteristics of a real buffer-less solar cell.  

If an n-type surface layer is introduced in the Cu(In,Ga)Se2 absorber as done in structure (D) 

(shallow donor concentration ND = 10
18 

cm
-3

, dinv = 25 nm), the high-quality diode behavior can be 

recovered including efficiencies close to the reference case. This high-quality performance is 

obtained despite a high concentration of interface defects and, thus, can be presumed to be rather 

independent of the window-absorber interface quality.  

 

Figure 4.1: Layer structures used in SCAPS-1D simulations: (A) reference cell with CdS buffer; (B) without CdS 

buffer layer; (C) without CdS buffer and with mid-gap interface defects; (D) without CdS buffer, with interface 

defects and with an n-type surface layer in the absorber with a thickness of 25 nm; (E) without CdS buffer, with 

interface defects and with an 25 nm type-inverted surface layer in the absorber with shallow donors as well as 

mid-gap donor and acceptor levels. All parameters of the reference structures were adapted from [Glo05a] and 

are listed in the Appendix in Table A1. 
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Figure 4.2: j-V-characteristics (b) and quantum efficiency (c) obtained from simulation of the layer structures 

shown in Figure 4.1. Additionally, experimental j-V-curves are shown for solar cells made with (black squares) 

and without (green squares) CdS buffer. 

(F) interface inverted 

layer 

inv. layer+ 

defects 

ND/NA  0/0 cm
-3

 10
18

/0 cm
-3 

10
18

/0 cm
-3

 

NDG  2.5 10
12

 cm
-2 

0 
 
cm

-3
 10

18 
cm

-3 

NAG  2.5 10
12

 cm
-2

 0 
 
cm

-3
 10

18
 cm

-3 

EDG,AG mid-gap - mid-gap 

wG 

(eV) 
0.1 - 0.1 

𝜎e 

(cm
2
) 

5 10
-13

/1 10
-

15 - 5 10
-13

/1 10
-15

 

𝜎h 

(cm
2
) 

1 10
-15

/5 10
-

13
 

- 1 10
-15

/5 10
-13

 



39 4.1 Numerical simulation of interface effects 

This recovery of the open-circuit voltage can be understood when looking at the band-structure near 

the interface, which is plotted for all four cases in Figure 4.3 at 0 V bias and under 

AM1.5 illumination. In Figure 4.3(A), the band-structure is shown for structure A featuring an 

inverted interface: The electron quasi-Fermi EFn level is close to the conduction band EC at the 

interface. While this inversion is maintained without the CdS layer in the simulation of structure B, 

the Fermi-level is pinned mid-gap in case C due to the high density of interface defects. When 

introducing an n-type surface layer (structure D), the p-n-junction is moved away from the hetero-

interface (buried junction) and the inverted surface is reestablished. Hence, if the inversion of the 

surface layer is successful, then the solar cell properties should be more or less the same with and 

without CdS buffer layer and allow the buffer layer to be totally omitted.  

The efficiency of devices with an inverted surface layer can also be shown by simulation to remain 

above 16% even for a negative conduction band off-set (“cliff”) between ZnO and Cu(In,Ga)Se2 up 

to  EC = -0.5 eV. This high-level performance is found despite the reduced recombination barrier at 

the interface as long as it remains inverted (in contradiction to [Kle01]). It is concluded that the 

inverted surface layer is an essential part of the device functionality and leads to a very stable 

interface configuration. 

In this work, the inversion shall be introduced by ion implantation; hence, a large density of 

implantation-induced deep defects may be present in the implanted layer, if no appropriate 

annealing procedure is applied. Therefore, the influence of a high density of charged mid-gap defect 

levels in the inverted layer on the solar cell performance is studied by simulation of structure E. A 

strong decrease in Voc is observed due to the presence of the defects [see Figure 4.2(a)], despite of an 

inverted interface [see Figure 4.3(E)]. It is concluded that an effective annealing procedure is needed 

in order to minimize the concentration of deep-level defects. 
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Figure 4.3: Band-diagrams simulated using SCAPS-1D for the five layer stacks displayed in Figure 4.1 showing 

the conduction (EC) and valence (EV) band as well as electron (EFn) and hole (EFp) quasi-Fermi levels for standard 

AM1.5 illumination. 
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The slight losses in short-circuit current density observed with an n-type surface layer (structure D) 

are shown to occur in the short wavelength region only in the simulated EQE spectra in Figure 

4.2(b). A similar shape of EQE is found for the defect-rich inverted layer (structure E). These losses 

are due to the absorption in the type-inverted layer, as discussed in Section 4.4.3, and can be 

minimized by reducing the n-type layer thickness.  

In conclusion, the interface inversion is found to play an essential role in Cu(In,Ga)Se2 solar cell 

functionality. The introduction of an n-type surface layer may be a possibility to obtain high-

efficiency buffer-free solar cells. 

4.2 Thermal treatment of Cu(In,Ga)Se2 solar cells without implantation 

An annealing procedure is needed in order to minimize the implantation damage as repeatedly 

pointed out by the simulations in the previous section. If the annealed material is meant to be used 

for subsequent solar cell production, the preservation of the solar cell performance upon the 

annealing process must be guaranteed. This is examined in this section by applying different 

annealing procedures to unimplanted absorbers. The annealing step may be introduced into the solar 

cell fabrication process either after solar cell completion (Section 4.2.1) or directly after 

implantation (Section 4.2.2). Repeated annealing after completion offers the advantage of directly 

investigating the effect of annealing on the solar cell properties on the very same sample. 

4.2.1 Annealing after window deposition 

The annealing of fully processed solar cells is a well known procedure, which does not necessarily 

lead to degradation; at times it even leads to an improved performance of the cells [Nou86; Cah89; 

Rau99a]. It is commonly performed for up to one hour at atmospheric pressure at around 200°C in 

air. Annealing at higher temperatures is observed to lead to degradation, which has been explained 

by the diffusion of Zn and/or Cd from the window and/or buffer into the absorber [Kij08]. Similar 

experiments were carried out in this work in order to determine the maximum temperature 

applicable using post-window-deposition annealing to the present Cu(In,Ga)Se2 absorbers.  

Figure 4.4 displays the j-V-characteristics of solar cells made from a reference absorber, which was 

successively annealed for 30 min in air at temperatures ranging from 200 to 300°C (procedure A, see 

Table 3.2). While the performance is stable after annealing at 200°C, degradation is observed for 

higher temperatures. As a similar effect is also observed when annealing the samples under Ar-

atmosphere, it is concluded to be due to temperature activated processes (such as diffusion) and not 

to oxygenation effects. These results imply that the annealing after window-deposition is limited to 

temperatures of about 200°C in agreement with previous results [Nou86; Cah89; Rau99a]. 
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Figure 4.4: j-V-characteristics of the same solar cell with CdS buffer before (reference) and after successive 

annealing according to procedure A.  

4.2.2 Annealing before window deposition 

Alternatively, the annealing process can also be performed directly after implantation to avoid the 

diffusion of window-layer constituents. In Figure 4.5 (a) and (b), the j-V-characteristics of solar cells 

are displayed, which were made from reference absorbers annealed in Ar-atmosphere at different 

temperature ranging from 300 to 500°C for 30 min (procedure B, see Table 3.2) and without dwell 

time (0 min, procedure C), respectively. For the longer annealing procedure, the performance can be 

maintained at the temperature of 300°C, but it gets worse at higher values. For the shorter annealing 

times, the cell stays on the reference level even up to 400°C. 

The loss in short-circuit current density occurring at high annealing temperature is furthermore 

investigated by EQE measurements shown in Figure 4.6 (a) and (b) and C-V-analysis (not shown). It 

appears that the carrier collection is successively reduced at longer wavelength with increasing 

temperature. This is found to be due to reduction of the SCR-width (from 500 to 200 nm obtained 

from C-V-analysis) and diffusion length (from 700 to 200 nm obtained from EQE simulations). 
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Figure 4.5: j-V-characteristics of solar cells with CdS buffer made from absorber without annealing (reference) 

and annealed in Ar atmosphere at different temperatures according to procedure B and C in (a) and (b), 

respectively.  
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Figure 4.6: EQE spectra of solar cells made with CdS buffer from absorber without annealing (reference) and 

annealed in Ar atmosphere at different temperatures according to procedure B and C in (a) and (b), respectively. 

The solid lines in part (a) of this figure represent the result of the EQE modeling. 

Comparable experiments have been performed for annealing in low-vacuum ( 3 mbar) at these 

temperatures and dwell times. The vacuum process is found to be more stable and to allow for even 

higher annealing temperatures (efficiencies above 10% after annealing the absorbers for 30 min at 

500°C) – therefore it is chosen as a standard for investigating the defect annealing in Section 4.4. 

In summary, the annealing of the absorber is demonstrated to be compatible with the fabrication of 

high-efficiency solar cells for temperatures up to 400°C when applied before window-deposition. 

These temperatures are presumed to be suitable for an effective reduction of the damage and the 

electrical activation of the dopants (see Section 2.2.3). 

4.3 Diffusion of the dopants 

For an efficient near-surface doping, the dopants need to be kept localized at the surface. The 

implantation depth can easily be defined by choosing the appropriate ion energy, but the diffusion of 

the dopants during subsequent annealing may be critical for temperatures above 200°C as discussed 

in Section 2.2.3. Therefore, the elemental depth profiles of the implanted ions shall be investigated 

using SIMS. All SIMS measurements have been performed at Schott AG Mainz in collaboration 

with Dr. W. Mannstadt. The depth resolution of the SIMS measurements was determined to about 

11 nm by fitting an error function to the onset of the Cu(In,Ga)Se2 layer elements. The group-II-

elements Cd, Zn and Mg were implanted with an energy of 100, 65, and 24 keV, respectively, in 

order to lead to SRIM-calculated ion ranges [Zie03] of about 35 nm. This range allows the 

distribution to be well resolved with the given depth resolution of SIMS (no deconvolution 

necessary), but simultaneously, diffusion lengths of below 50 nm are still detectable. Since the Cd 

signal is found to be very weak in the SIMS measurement, a thin ZnO layer is sputtered on top of 
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the absorber after implantation in order to reduce surface related artifacts. The annealing was 

performed in Ar-atmosphere for 30 min at the respective temperatures. 
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Figure 4.7: Depth profiles of the implanted ions measured with SIMS for Zn- (a) and Mg- (b) implantation and 

compared with the SRIM-calculated profiles. The SIMS profiles are also shown for implanted absorbers after 

annealing at different temperatures for 30 min in vacuum. The diffusion lengths are determined by an 

exponential fit to the diffusion profiles at larger depth (not shown). 

The SIMS profiles are displayed for Zn and Mg in Figure 4.7 (a) and (b), respectively, as measured 

after different annealing steps and compared to the corresponding SRIM profiles. For both elements, 

the calculated profiles can be well confirmed by measuring the sample directly after implantation. 

For Zn-implantation, the profile does not change up to an annealing temperature of 300°C, which is 

the case for Mg only until 200°C. For higher temperatures, the diffusion leads to an increase of the 

signal deeper in the layer. The measured diffusion lengths correspond to diffusion constants of 

(1.4±0.2) 10
-13 

cm
2
s

-1
 (Zn, 350°C), (6.2±1.8) 10

-12 
cm

2
s

-1
 (Zn, 450°C), (2.2±0.3) 10

-13 
cm

2
s

-1
 (Mg, 

300°C) and (1.1±0.1) 10
-12 

cm
2
s

-1 
(Mg, 350°C) [calculated from Eq. (2.1)]. Diffusion towards the 

layer surface can be neither excluded nor confirmed due to surface effects of the SIMS 

measurement. The measured diffusion coefficients for Zn and Mg at high annealing temperatures 

are plotted in Figure 4.8 as a function of the inverse temperature and compared to literature data if 

available. An extrapolation to the critical diffusion coefficient (see Section 2.2.3) yields a rough 

approximation of a critical annealing temperature of Tcrit,Zn
 
 = 275°C and Tcrit,Mg = 224°C for an 

annealing time of 30 min (B-annealing, Dcrit = 10
-14

 cm
2
 s

-1
). For an effective annealing time of 

1.5 min (as approximated for C-annealing, see Section 3.1.3), critical temperatures of Tcrit,Zn
 
= 338°C 

and Tcrit,Mg = 298°C are obtained (Dcrit = 2 10
-13

 cm
2
 s

-1
).  

Comparable SIMS profiles for Cd implantation are shown in Figure 4.9(a), which clearly suffer 

from a higher noise level. Again, the profile of the as-implanted sample agrees with the simulated 

profile and diffusion is not visible up to 300°C. The diffusion obviously increases at 350°C leading 

to a complete disappearance of the signal – thus, not diffusion coefficients can be determined for 

Cd. In case of Cd, the chosen energy is clearly different from the one used for solar cell fabrication 
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in the Sections 4.4 and 4.5 (20 keV); therefore, a second temperature series was performed for this 

lower ion energy and the same maximum Cd concentration and is shown in Figure 4.9(b). The SIMS 

profiles appears to be considerably broader when compared to the SRIM profile, which can be 

explained when considering the influence of the limited resolution of the SIMS measurement as also 

displayed in the figure (dashed line). In addition, the Cd signal is observed to disappear at 300°C 

already in contrast to the measurement at the higher ion energy. This trend to a higher diffusion at 

lower ion energies is confirmed by analyzing the profiles at an intermediate energy (50 keV), where 

a slight reduction of the signal is observed at 300°C (data not shown). This difference may be 

possibly explained by the increased damage introduced at higher ion energies (quasi amorphous 

material), which may lead to modified transport mechanisms (see Section 2.2.3). The diffusion 

coefficients obtained for Cd in [Hie11] are rather close to the data shown for Mg in Figure 4.8. 
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Figure 4.8: Diffusion coefficients of Zn and Mg as obtained from the SIMS profiles in Figure 4.7 and compared to 

literature data [Ben05]. The measured data are extrapolated to the critical diffusion coefficient Dcrit (dashed lines) 

to determine an approximation of a temperature limit for thermal annealing. 

The effect of surface sputtering during ion implantation has so far not been considered in this 

discussion, although it may be substantial. Sputtering leads to a reduction of the effective ion 

concentration due to removal of implanted atoms from the surface as well as to an effective shift of 

the profile towards the surface. The SRIM calculations yield sputtering rate of 9.1, 7.0 and 3.3 atoms 

per ion for the Cd-, Zn- and Mg-implantation, respectively, which corresponds to a relative loss of 

dopant atoms of a few percent and a shift of the maximum concentration between 1 and 4 nm at the 

given fluence. Experimental evidence for this phenomenon cannot be found in our experiments due 

to the limited depth resolution of the SIMS measurement. 

In summary, the diffusion of Cd and Mg seems to become significant already below 300°C and Zn 

diffusion increases at 350°C. Thus, it may be a critical issue to avoid dopant diffusion (Ldiff < 50 nm) 

during the annealing of the implantation damage in this temperature ranges.  
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Figure 4.9: Cd depth profiles of the implanted ions measured with SIMS for 100 keV (a) and 20 keV (b) Cd 

implantation and compared with the SRIM-calculated profiles. The SIMS profiles are also shown for implanted 

absorbers after annealing at different temperatures for 30 min in vacuum. In part (b) of the figure, the SRIM-

profile is also shown after convolution with the SIMS-resolution of 11 nm (dashed line). 

4.4 Annealing of implantation damage 

The annealing procedures described in Section 4.2 shall be applied to study the annealing of the 

implantation damage by measuring the j-V-characteristics (Section 4.4.1) of cells made from 

implanted absorbers. The recovery of the optical and electrical properties (CL and C-V, Section 

4.4.2) and the charge carrier collection (EQE, Section 4.4.3) is investigated in more detail. For all 

measurements in this section, cells were prepared with a standard CdS buffer, because the data 

obtained from implanted samples shall be compared to a well-known reference. 

4.4.1 Solar cell performance – j-V 

The j-V-characteristics are plotted in Figure 4.10(a) for solar cells made from Cd implanted 

absorbers before and after annealing the whole stack (procedure A) and compared to their reference. 

The implanted sample shows a strong degradation in Voc as well as in jsc when compared to the 

reference, which can only partly be recovered by the annealing step at 200°C.  

The implantation Xe ions is presumed to induce amount and distribution of defects similar to Cd 

implantation (due to the comparable ion mass), but extrinsic doping effects can be excluded. 

Therefore, reference implantations were performed with 20 keV Xe ions in order to separate the 

influence of implantation defects (presumably deep defect levels) and Cd doping (shallow levels),. 

No significant differences between Cd and Xe implantation are detectable in the j-V measurements 

as shown in Figure 4.10(b). This suggests the observed effects to be mainly due to the implantation 

defects; therefore, higher annealing temperatures are presumed to be necessary.  

However, annealing the sample at 250°C after window-deposition unfortunately leads to significant 

losses in fill-factor as can be seen in Figure 4.10(a). This effect was already observed for the 
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reference sample (Figure 4.4). Note that the j-V-characteristics of cells made from implanted 

absorbers without any thermal treatment show a high homogeneity over one sample (eight cells), but 

a low reproducibility between different runs. This can be seen when comparing the curves of the 

unannealed samples in Figure 4.10 and Figure 4.11. 
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Figure 4.10: (a) j-V-characteristics of the same solar cell with CdS buffer made from absorber without 

implantation (reference) and after Cd-implantation. Repeated annealing is performed according to procedure (A) 

at increasing temperature. (b) Comparison of the j-V-characteristics of solar cells made from Cd- and Xe-

implanted absorbers before and after annealing at 200°C. 
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Figure 4.11: j-V-characteristics of solar cells with CdS buffer made from Xe-implanted absorbers after annealing 

in Ar atmosphere at different temperatures according to procedure B and C in (a) and (b), respectively. The 

curves of the corresponding reference cells are plotted for comparison. 

Additional annealing experiments were performed after Xe-implantation using the thermal treatment 

directly after the implantation step. The j-V-characteristics are displayed for different temperatures 

ranging from 300 to 500°C for procedures B (dwell time of 30 min) and C (no dwell time) in Figure 

4.11 (a) and (b), respectively. The solar cell efficiency of the corresponding reference cell is very 

low in this run (around 10%), but it can be found that the reference level can be reached for both 

annealing times already at the lowest temperatures (300°C/350°C). Therefore, it is concluded that 

these temperatures are sufficient for the full annealing of the implantation damage – at least, the 

solar cell performance is not anymore influenced by the damage. Hence, the two processes at the 
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lowest temperatures are chosen as a standard annealing processes for solar cell fabrication after ion 

implantation in order to minimize dopant diffusion (see Section 4.3) and material degradation (see 

Section 4.2.2). The processes are named by B1 and C1 (see Table 3.2) hereafter. 

The annealing experiments were repeated for the implantation of the group-II-elements Cd, Zn and 

Mg in order to compare the results to the Xe-implantation. All implantations were performed at an 

ion energy of 20 keV, which leads to different implantation depth for each implanted element, and 

the fluence was adjusted to lead to a constant maximum concentration of 10
21 

cm
-3 

(see Table 3.1). 

The annealing was performed in vacuum at 300°C/30 min (B1) and 350°C/0 min (C1) for the j-V-

curves shown in Figure 4.12 (a) and (b), respectively. The average cell parameters are listed in Table 

A2 in the Appendix. For both annealing procedures, considerable differences are observed between 

the three elements. 

For Cd implantation, both annealing procedures lead to performances comparable to the reference 

level with a small but significant loss in short-circuit current density after B1-annealing. After Zn- 

implantation, the reference level is reached only for the longer annealing time, whereas it cannot be 

reached in both cases after Mg implantation. This element-specific behavior may originate from the 

implanted ions being electrically active in the absorber or by differences in diffusion behavior or 

damage creation and recovery.  

It can be concluded at this stage that the recovery of a high-quality solar cell performance after near-

surface ion implantation is generally possible, but also element specific behavior is observed 
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Figure 4.12: j-V-characteristics of solar cells with CdS buffer made from Cd-, Zn- and Mg-implanted absorbers 

after annealing according to procedure B1 and C1 in (a) and (b), respectively. The curves of the corresponding 

reference cells are plotted for comparison. 

4.4.2 Optical and electrical properties – CL and C-V 

Before studying the influence of ion implantation on the CL properties of the Cu(In,Ga)Se2 

absorbers, the effect of the thermal annealing on luminescence properties is discussed. 

Measurements were performed in plan-view geometry (labeled as “front” in Section 5.1) under the 
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standard conditions defined in Section 3.2.9 for absorbers annealed for 30 min in Ar-atmosphere for 

different annealing temperatures. The spectra are displayed in Figure 4.13(a). A slight red-shift of 

the maximum of 10 - 20 meV occurs upon annealing for all temperatures as also found in [Yu76a; 

Dir99], which therein has been explained by increased compensation. It is accompanied by a 

decrease of the CL intensity by up to one order of magnitude. Figure 4.13(b) shows the CL spectra 

in logarithmic plot after implantation of 20 keV Cd-ions with a fluence of 1.4 10
15 

cm
-2

 and 

subsequent annealing. The peak energy is found to be considerably higher due to a higher minimum 

band-gap in this sample as will be explained with Chapter 5. 
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Figure 4.13: (a) CL spectra of absorbers after annealing in Ar-atmosphere at different temperatures according to 

procedure B and compared to the unannealed reference. (b) CL spectra of Cd-implanted absorbers after 

annealing in Ar-atmosphere at different temperatures according to procedure B and compared to the unannealed 

and the unimplanted reference. 

Directly after implantation, the CL intensity is strongly reduced by a factor of 100, which is 

concluded to be due to an increase of the non-radiative recombination rates in the damaged region. 

After annealing at 200°C, the intensity increases again to a tenth of the reference intensity, which is 

the same level that is reached after annealing the reference sample without implantation. The 

intensity remains unchanged for higher temperatures; a red-shift is observed similar to the results 

shown in Figure 4.13(a).  It is not possible to measure distinct doping levels in agreement with 

others [Mig75; Yu76a] – an effect that can be attributed to the broad peak structure and the effective 

smearing of the transition energies in the potential fluctuations.  

Another standard technique to analyze the electrical activation of the dopants is the measurement of 

the capacitance-voltage characteristics (C-V). It is not the aim of this section to understand the 

details of the C-V-curves but to examine, if the annealing leads to a recovery of the C-V-curve of the 

implanted cells. The standard 20 keV Cd-implantation with a fluence of 1.4 10
15 

cm
-2

 were applied. 

The C-V-curves and the corresponding doping profiles of cells made from both reference and 

implanted absorbers before and after B1- and C1-annealing are shown in Figure 4.14 (a) and (b). 
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Figure 4.14: (a) C-V-characteristics of solar cells with CdS buffer made from unimplanted (reference) and Cd-

implanted absorbers before annealing and after annealing according to procedure B1 and C1. (b) Doping profiles 

calculated from the C-V-curves shown in part (a) of this figure; the full circles mark the 0 V-position. 

The black solid line in Figure 4.14(a) represents the capacitance of a reference sample with a 

standard CdS-buffer, which is continuously increasing with applied voltage bias. The calculated 

doping profile is displayed in Figure 4.14(b), exhibiting a well-known increase of the doping density 

under forward as well as reverse bias [Hea04; Rep06; Eis10]. The doping density is measured to 

approximately 5 10
15 

cm
-3 

with a SCR-width wSCR of around 500 nm at zero bias (marked in the 

curves by a full spot). A very different behavior can be found directly after ion implantation (black 

dashed line): The capacitance and the SCR-width wSCR are found to be almost independent of the 

applied voltage, but the capacitance is smaller than the geometrical capacitance for a fully depleted 

absorber layer.  

The C-V-curves of annealed absorbers all show a voltage dependence of the capacitance, but the 

capacitance is higher compared to the unannealed reference in Figure 4.14(a). The higher 

capacitance leads to a decreased SCR-width wSCR of around 300 nm and a higher doping level of 

around 10
16 

cm
-3

. The decrease of the capacitance in forward voltage is shifted to lower voltages 

(below 0.5 V). No significant differences are detectable anymore between cells from implanted and 

unimplanted absorbers after annealing.  

In conclusion, the irradiation with Cd ions is shown to lead to a reduced radiative recombination 

efficiency and a voltage-independent capacitance. Both effects can be fully recovered by an 

optimized annealing procedure directly after implantation. An influence of extrinsic doping is not 

observed. 

4.4.3 Charge carrier collection – EQE 

The EQE spectra are displayed in Figure 4.15(a) for the same cells as the j-V-characteristics in 

Figure 4.10(a). The reference cell shows the normal EQE behavior as it is known for 

Cu(In,Ga)Se2 devices with a CdS buffer layer and does not change significantly upon annealing. 
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Before annealing, the Cd-implanted device shows a strongly reduced response in the short 

wavelength region (poor blue-response), whereas the EQE at longer wavelengths almost reaches the 

reference level. This poor blue-response becomes less pronounced upon annealing and is hardly 

visible after annealing at 250°C. This pronounced poor blue-response was reproducible at slightly 

higher fluence of 4.2 10
15

 cm
-2

 only, whereas it only occasionally occurred at the standard fluence of 

1.4 10
15

 cm
-2

. 
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Figure 4.15: (a) EQE spectra of the same solar cell with CdS buffer made from Cd-implanted absorbers after 

successive annealing according to procedure A as compared to the EQE of the corresponding reference. (b) EQE 

spectra of the same solar cell with CdS buffer made from Xe-implanted absorbers after annealing according to 

procedure B as compared to the EQE of the corresponding reference. 

The shape of the reference EQE can be modeled according to Eq. (3.2); optical data are used as 

described in Section 3.2.2 and an SCR-width of wSCR = 500 nm is assumed in accordance with the 

C-V-measurements. The interface recombination factor H and the diffusion length Ldiff are adjusted 

to the EQE of the reference cell which yields H = 1 and Ldiff = 800 nm.  

In order to describe the EQE of the implanted cells, Eq. (3.2) needs to be expanded by an additional 

absorption term (1 – AInv) considering for optical absorption in a surface layer in the 

Cu(In,Ga)Se2 absorber with a thickness dInv 

 

                     *  
 

              
                   + (4.1) 

 

with 
 

                            .   (4.2) 

 

It is found that the EQE of the implanted absorbers can be very well described using this approach 

by only adjusting the layer thicknesses dinv to 90, 35 and 7 nm for the different annealing procedures, 

respectively. All other data are maintained the same as for the reference cell. This way, the thickness 

of the inversion layer dinv can be determined. The resolution of the method depends on the quality 
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and reproducibility of the EQE measurement and the amplitude of the interferences from the ZnO 

layer, but also for excellent data it will not be better than 10 nm – therefore, the inverted layer is 

interpreted to be fully recovered after annealing at 250°C. 

It is concluded from this modeling that the surface layer of the absorber has been modified by 

implantation such that it does not contribute to the current collection, but at the same time allows for 

collection of minority carriers generated deeper in the cell (no other changes in current collection). 

This behavior can be explained assuming this layer to be n-type: Minority carriers (holes) generated 

in an n-type surface layer will recombine (comparable to carriers generated in the CdS buffer) as 

they are minority carriers at the interface and, thus, subject to increased recombination [Kle01]. The 

recombination of electrons from p-type regions is not hampered as the surface layer is n-type and, 

thus, the electrons are majority carriers at the interface. This interpretation is supported by the EQE 

simulations with SCAPS-1D shown in Figure 4.2(b), where the same shape of the EQE is obtained 

for the configuration D with an n-type surface layer. Adjusting the n-type layer thicknesses to the 

values obtained in Figure 4.15(a), also good quantitative agreement is found in the simulation (not 

shown).  

A similar shape of the EQE has been already described in the literature at buried interfaces [Yu76a; 

Mat87; Sug00; Gri07], but the modeling applied in this work additionally allows to determine the 

inversion layer thickness. Summing up, a type inversion of the surface layer is presumed to be 

induced by Cd implantation, which can be recovered by the thermal treatment.  

A comparable shape of the EQE is observed directly after Xe implantation; an example is shown in 

Figure 4.15(b). This is in agreement with the similar j-V-characteristics [Figure 4.10(b)] and 

suggests the inversion to be caused by (deep) defects induced by the implantation damage (which 

may be preferably n-type) and not by (shallow) states from Cd doping. This high concentration of 

deep defects has been shown by SCAPS simulations in Section 4.1 (structure E) to lead to strongly 

degraded j-V-characteristics even if the inversion of the surface layer was successful and, thus, may 

possibly explain the poor j-V-results observed in Figure 4.10 and Figure 4.11. The blue-response 

after Xe-implantation is found to be fully recovered when annealing directly after implantation 

(procedure B), as shown in Figure 4.15(b) [same cells as in Figure 4.11(a)]. 

Note that the thickness of the inverted layer after implantation of 90 nm is by far larger than the 

implanted depth. As no significant diffusion of Cd ions has been detected by SIMS measurements, 

the increased thickness is presumed to be due to a migration of implantation induced defects (e.g. 

interstitials [Nas06]). This migration may be supported by the electric field in the SCR. 

The EQE spectra have also been measured for the solar cells made from absorbers implanted with 

Cd, Zn and Mg and are displayed as annealed according to procedure B1 and C1 in Figure 4.16 (a) 
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and (b), respectively. The slight losses in short-circuit current density observed for Cd after B1-

annealing and Zn and Mg after the C1-procedure (see Figure 4.12) can be confirmed by the EQE 

measurements. While the EQE of the Zn- and Mg-implanted samples in Figure 4.16(b) show a 

significant, but wavelength-independent reduced collection (interpreted to be due to increased 

interface recombination), the Cd implanted sample exhibit a slightly reduced collection at longer 

wavelengths indicating a reduced collection length [Figure 4.16(a)]. The shape of the spectra does 

not exhibit a poor blue-response comparable to what has been described above. Thus, the thickness 

of the n-type surface layer dinv has to be smaller than 20 nm if it is present at all.  
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Figure 4.16: EQE spectra of solar cells with CdS buffer made from Cd-, Zn- and Mg-implanted absorbers after 

annealing according to procedure B1 and C1 in (a) and (b), respectively. The curves of the corresponding 

reference cells are plotted for comparison. 

In summary, the EQE analysis and modeling exhibits characteristic changes directly after heavy-ion 

implantation, which can be explained by the existence of an n-type surface layer, but are reversible 

upon annealing and not specific for the implanted element. Thus, the inversion is presumed to be 

induced by (deep-level) implantation defects, which may explain the poor j-V results. No surface 

inversion is detectable after B1- or C1-annealing; hence, the inverted layer must be thinner than 

20 nm if present. 

4.5 Buffer-free solar cells by ion implantation 

In the Sections 4.2, 4.3 and 4.4, the annealing procedures B1 and C1 have been shown to be suitable 

candidates for a successful type-inversion of the surface layer of the Cu(In,Ga)Se2 absorber. Hence, 

the influence of the group-II-element implantation on solar cells without CdS buffer layer is 

investigated below. 

The j-V-characteristics of solar cells made from group-II-element implanted absorbers after B1- and 

C1-annealing are shown in Figure 4.17 (a) and (b), respectively. The average cell parameters are 

listed in Table A3 in the Appendix. In some curves, a step occurs in the measurement at around 0 V, 
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which is reproducible, but not understood so far. The reference cell shows short-circuit current 

densities around 20 mA cm
-2

, open-circuit voltages around 400 mV and fill factors around 0.4 – 

altogether leading to an efficiency of only 2 - 4% compared to about 12 - 13% for the cells with CdS 

buffer from the same run (see Figure 4.12). Analyzing the curves on the basis of the one-diode 

model, the decrease in FF and Voc is shown to be mainly due to a higher saturation current density of 

1 to 5 10
-2 

mA cm
-2

 and diode ideality factors of 2.5 indicating a very low diode quality.  
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Figure 4.17: j-V-characteristics of solar cells without CdS buffer made from Cd-, Zn- and Mg-implanted 

absorbers after annealing according to procedure B1 and C1 in (a) and (b), respectively. The curves of the 

corresponding reference cells are plotted for comparison. 

While no improvement occurs for all samples that did not show full recovery in Figure 4.12 (Mg for 

B1-, Mg and Zn for C1-annealing), both Cd-implanted samples and the B1-annealed Zn-implanted 

sample show strongly enhanced open-circuit voltages of 500-600 mV. This Voc is almost comparable 

to the one of cells with CdS buffer and can be reached due to saturation current densities below 

10
-4

 mA cm
-2 

and diode ideality factors below or around 2 (best values of j0 = 3 10
-6

 mA cm
-2

 at 

nid = 1.69 have been reached). This strongly improved diode characteristics show that a good-quality 

p-n-junction has been fabricated by the use of the implantation technique. However, the efficiency is 

lowered by low short-circuit current densities (10 - 25 mA cm
-2

) and fill factors around 0.5 (mainly 

due to a shunt resistance of only around 100  cm
2
). 

Measuring the C-V-characteristics (shown in Figure 4.18), a voltage-dependent capacitance is 

observed with similar shape as for cells made with the standard CdS buffer, but rather large 

capacitances up to 200 nF cm
-2

. While the reference cell exhibits doping densities in the normal 

range (10
15

-10
16 

cm
-3

), the implanted samples show significantly larger densities up to 5 10
17 

cm
-2

. 

Due to the low parallel resistance, the real capacitance may be even larger than these measured 

values [Blo92]. The capacitance is always determined from charge fluctuations at both sides of the 

p-n-junction in C-V-analysis. As not even the exact position of the p-n-junction is known in this 

case, it is not clear, which doping density is calculated for ion implanted absorbers.  
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Figure 4.18: (a) C-V-characteristics of solar cells without CdS buffer made from Cd-, Zn- and Mg-implanted 

absorbers after annealing according to procedure B1 and C1 and compared to the corresponding reference. (b) 

Doping profiles calculated from the C-V-curves shown in part (a) of this figure; the full circles mark the 0 V-

position.  
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Figure 4.19: EQE spectra of solar cells without CdS buffer made from Cd-, Zn- and Mg-implanted absorbers 

after annealing according to procedure B1 and C1 in (a) and (b), respectively. The curves of the corresponding 

reference cells are plotted for comparison. 

As the main loss occurs due to low jsc, the EQE of the cells is measured and depicted in Figure 4.19 

(a) and (b) for both annealing procedures. All cells, including the reference, show very low 

maximum EQE of below 0.6, which is explained in the model by enhanced interface recombination. 

In analogy to the EQE findings on the comparable cells with CdS in Figure 4.16, both Mg-implanted 

and the C1-annealed Zn-implanted sample show even higher interface recombination, whereas the 

low short-circuit current density of the B1-annealed Cd-implanted sample is found to be due to a 

strongly decreased collection length of only 120 nm (a collection length of about 500 nm is obtained 

for the other devices). This decrease may be caused by a stronger diffusion of the implanted Cd ions 

during the longer annealing procedure (B1), which is avoided by the shorter process time (C1). In 

contrast, the Zn-implanted absorbers seem to need a longer annealing procedure as found in the 

EQE and j-V-measurements of cells both with and without CdS. Therefore, different annealing 

conditions are presumed to be needed for Cd- and Zn-implantation. 
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The high interface recombination found in the EQE analysis may be due to the surface damage 

induced by the sputtering process during ZnO-deposition [Shi08], which is avoided by protecting 

the surface with the CBD-grown CdS layer in the standard configuration [Rau99b] (see Section 

2.2.1). This sputtering damage has been successfully reduced by post-deposition annealing [Shi08]. 

In this work, a thermal treatment for 30 min at 150°C in air is found to be an optimum annealing 

procedure. The j-V-characteristics of the same samples as in Figure 4.17 are shown in Figure 4.20 

(a) and (b) for B1- and C1-annealing, respectively, as measured before and after the post-annealing 

step. The average cell parameters after post-annealing can be found in Table A4 in the Appendix. A 

recovery of the short-circuit current density is observed for all cells. As this recovery is partly 

accompanied by an increase of the saturation current density, reduced open-circuit voltages are 

observed in some cells, which leads to decreased efficiencies for higher annealing temperatures.  

The best buffer-free solar cells made on the basis of this implantation technique are displayed in 

Figure 4.21 and compared to the best reference with CdS buffer from the same absorber deposition 

process. The solar cell parameters are shown in Table 4.1 for all these five devices. Zn- and Cd-

implantation can be seen to lead to strongly enhanced open-circuit voltages when compared to the 

reference without CdS. The Voc is found to be very close to the one of the reference sample with 

CdS buffer, which can be explained by a clearly improved diode behavior (j0, nid). A highest 

efficiency of 10.2% is measured for a Cd-implanted device after C1-annealing and post-window-

deposition annealing. When comparing the performance to the one of a reference cell with CdS 

buffer layer, losses are due to reduced current collection (jsc) and a lower fill factor, which is mainly 

caused by a very low shunt-resistance Rsh. 
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Figure 4.20: (a) j-V-characteristics of selected solar cells without CdS buffer made from Cd- and Zn-implanted 

absorbers before and after post-window-deposition annealing and compared to the corresponding reference. 
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Summary 

The role of near-surface ion implantation in Cu(In,Ga)Se2 absorber layers for solar cell fabrication 

has been examined. An n-type surface layer is shown by SCAPS simulations to be very beneficial 

for solar cells suffering from high interface recombination.  

In the experiments, an annealing procedure was found that avoids degradation of the solar cell 

properties made from annealed absorbers, minimizes the diffusion of the implanted ions and 

recovers the solar cell degradation induced by implantation damage, as consistently found by 

different methods. The annealing process needs to be adapted to each dopant element; diffusion may 

be a critical issue in some cases.  

Although an effective n-type doping by the dopants has not been measured directly by any of the 

applied methods, buffer-free solar cells made from implanted absorbers showed strongly improved 

diode characteristics (saturation current density, diode ideality factor) comparable to the one of 

reference cells with CdS buffer as shown in Figure 4.21. A maximum efficiency of (10.2±0.6)% 

[(11.2±0.7)% active area] is obtained for a buffer-free solar cell made from a Cu(In,Ga)Se2 absorber 

after 20 keV Cd-implantation and subsequent thermal treatment. 
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Figure 4.21: Comparison of the j-V-characteristics of the best buffer-free solar cells to a typical reference cell 

with CdS buffer. 

 
jsc (mA cm-2) Voc (mV) FF (%)   (%) Rsh (k  cm2) Rs (  cm2) nid j0 (mA cm-2) 

reference w/ CdS 32.2 577 0.701 13.03 0.696 0.173 1.80 1.26 10-4 

ref. w/o CdS (B1) 28.8 430 0.576   7.13 0.199 0.179 2.37 2.37 10-2 

+ Cd (C1) 28.8 553 0.642 10.20 0.231 0.087 1.94 4.30 10-4 

+ Zn (B1) 24.0 565 0.574   7.78 0.175 0.116 2.09 5.26 10-4 

Table 4.1: Solar cell parameters of the best buffer-free solar cells compared to the best reference cell with CdS 

buffer from the same absorber deposition process.  



 

 

 

5 Luminescence of Ga-graded Cu(In,Ga)Se2 thin-films 

In this chapter, cathodoluminescence (CL) is used to study the transport and recombination 

properties of Ga-graded Cu(In,Ga)Se2 thin-films with a lateral resolution in the order of 100 nm. The 

influence of the grading is investigated by monochromatic CL cross-section imaging and a model is 

developed to describe the charge carrier transport in the quasi-electric field (Sections 5.1 and 5.2). 

This model is used to explain both CL and PL data obtained in standard plan-view configuration 

(Sections 5.3 and 5.4). Numerical simulations with SCAPS-1D and analytical calculations are 

developed to describe the influence of charge carrier motion (Section 5.5). Also, the influence on 

lateral CL imaging is discussed (Section 5.6). The results described in this chapter have partially 

been presented at the Frühjahrstagung of the Deutsche Physikalische Gesellschaft (DPG) 2011 in 

Dresden and have been submitted for publication. 

5.1 Ga-grading measurement and standard CL measurements 

As discussed in Section 2.3.2, a band-gap double-grading is used in high-efficiency Cu(In,Ga)Se2 

solar cells. Absorbers deposited by multi-stage co-evaporation at the HZB also show such a grading 

[Kau09; Cab10]. The Ga-profile has been measured for the samples used for the CL analysis by 

SIMS and EDS as shown in Figure 5.1(a). EDS analysis has been performed in two different ways: 

First, with an SEM using a mechanically polished cross-section sample and an electron energy of 

10 keV and secondly, with a TEM using a FIB-prepared lamella and an electron energy of 300 keV. 

All data have been scaled to agree with the integral GGI of 0.3 measured by means of XRF. The 

noise of the curves represents the error of the measurements, which is lowest for the SIMS data.  

All three methods lead to very similar results: a GGI of 0.3 - 0.4 is found near the front-contact, a 

minimum of around 0.1 is reached in z  0.7 µm and an increase to 0.5 - 0.6 is observed towards the 

back. The methods considerably differ in lateral resolution: While the SIMS data average over an 

area of 50 x 50 µm
2
, the lateral resolution of EDS is well below 1 µm in both cases. Thus, the local 

Ga-grading in single grains is confirmed to be practically equal to the one observed when averaging 

over a larger area. Recent TEM-EDS mappings also indicate that the local Ga-grading is not at all 

influenced by the grain structure [Die11]. Measuring the grading with SIMS at different spots (not 

shown) also confirm a very high lateral homogeneity of the grading on the mm-scale. The SIMS data 

are used as a reference for the CL investigations in this chapter, because it exhibits the lowest signal 

noise. Nonetheless, considerable deviations from this profile on the local level cannot be excluded. 
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Figure 5.1: (a) Ga-grading as measured with SIMS and EDS, the latter both in SEM and in TEM mode. (b) 

Band-gap Egap and quasi-electric field Eqe as calculated from the SIMS-measured Ga-grading plotted in part (a) 

of this figure according to Figure 2.10(b) and Eq. (2.17). 

The SIMS-measured Ga-profiles are employed to calculate a low temperature (10 K) band-gap 

profile according to Figure 2.10(b) and displayed in Figure 5.1(b). The band-gap is seen to vary 

between 1.1 and 1.35 eV within the sample, which should be clearly detectable by luminescence 

methods. The quasi-electric field Eqe is also calculated from the band-gap grading according to 

Eq. (2.17) and shown in Figure 5.1(b) (right axis) featuring a maximum field of around 0.5 V µm
-1

. 

For a detailed analysis of the luminescence properties, different CL measurement configurations are 

applied to the same samples: 

(1) Exciting the Cu(In,Ga)Se2 layer from the front (from z = 0 µm in Figure 5.1) as deposited on 

the Mo back-contact, later referred to as “front”. This is the configuration used most 

frequently in luminescence studies. 

(2) Exciting the Cu(In,Ga)Se2 layer from the back (from z = 2 µm in Figure 5.1) after a lift-off 

from the Mo back-contact, referred to as “back”. For the lift-off, the samples were glued up-

side-down onto a substrate using epoxy-glue; the Cu(In,Ga)Se2 layer remains on the substrate 

when the glass is pulled off . The configurations (1) and (2) are also referred to as “plan-

view”. 

(3) Exciting a cross-section sample from the side, so the depth of excitation can be varied, 

referred to as “cross-section”. The cross-section samples are prepared by breaking complete 

solar cells. The edge is mechanically polished using diamond-lapping foil in order to reduce 

the influence of morphology. 

Cathodoluminescence spectra are detected in front and back geometry using the standard parameters 

as defined in Section 3.2.9 and displayed in Figure 5.2(a) on a logarithmic scale. More than just one 

emission is observed in the spectra in contrast to what is observed in homogeneous Cu-poor 

Cu(In,Ga)Se2. All peaks exhibit a broad (  = 20 - 40 meV) and slightly asymmetric shape. All peaks 
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show a strong blue-shift with rising excitation power (see Section 5.3.3) and can therefore be 

assumed to be due to qDAP-transitions (see Section 2.3.4). The front side spectrum is dominated by 

an emission at E1 = 0.97 eV, which energetically roughly corresponds to the DA1-transition of pure 

CuInSe2 [GGI = 0.0, Figure 2.10(b)]. Two weaker peaks can be observed at around E2 = 1.13 eV and 

at 0.85 eV. While the latter is believed to be due to deep levels (DL) in the band-gap [Zot97; Str02; 

Roc03], the E2-emission can be assigned to the DA1-transition of Cu(In,Ga)Se2 with a GGI of 

around 0.3, in line with Figure 2.10(b). Excitation from the back of the layer yields a prominent 

peak at E3 = 1.30 eV, corresponding to a GGI of roughly 0.55, while a weaker emission is detected 

at around 1.0 eV.  

All features of the plan-view spectra are equally observed, if a spectrum is acquired averaging over 

the whole depth of the sample in cross-section configuration, as shown in Figure 5.2(b). However, 

the peaks are broader here, but still the spectrum can be very well fitted using four Gaussian lines 

centered at energies close to EDL, E1, E2 and E3.  
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Figure 5.2: Cathodoluminescence spectra as measured in front, back (a) and cross-section configuration (b). The 

emissions are interpreted to be due to deep-level-transitions (DL) and the qDAP-transition in regions with 

different Ga-content (E1, E2 and E3). 

5.2 Cathodoluminescence in cross-section configuration 

The most direct access to the grading can be gained in cross-section configuration. The 

measurements were performed at a slightly increased beam current of Ib = 500 pA for a higher signal 

level. Two complementary modes can be chosen to investigate the spatial distribution of the CL 

signals: Either the whole spectrum is detected for every spot of excitation (referred to as “point 

spectra”) or an image of the whole area is acquired at a distinct photon energy (“monochromatic 

imaging”). In any case, one must be aware that the CL intensity is always detected as a function of 

the spot of excitation, which may not be equal to be position of recombination.  

In this work, monochromatic imaging in cross-section configuration is used as a method of choice. 
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5.2.1 Monochromatic imaging and profiling 

A secondary electron (SE) image of a polished cross-section sample is shown exemplarily in Figure 

5.3(a). Due to the high beam current, the contrast and resolution of the SE image is rather poor, but 

still the Cu(In,Ga)Se2 layer and parts of the grain structure are well resolved. Therefore, it is 

possible to vertically align the CL images along with the corresponding SE image, which was 

detected simultaneously in order to eliminate a possible drift of the image. The window layers as 

well as the Mo-layer have detached from the absorber layer during sample preparation as confirmed 

by EDS-measurements. 
 

  

Figure 5.3: Cross-section images of a standard Cu(In,Ga)Se2 solar cell in secondary electron (a) and 

monochromatic cathodoluminescence modes (b) - (d). The CL images were detected at energies ranging from 0.8 

to 1.4 eV, the images at the energies E1, E2 and E3 are exemplarily shown. 

Monochromatic CL images were detected simultaneously at detection energies Edetect ranging from 

0.8 to 1.4 eV. Exemplarily, the three images at the peak energies E1, E2 and E3 from Figure 5.2 are 

displayed in Figure 5.3 (b) - (d). In Figure 5.3(b), the E3-emission appears to be localized at the 

interface to the back-contact; hence, luminescence at this energy is observed only when the 

excitation takes place in the back-contact region. At a detection energy of 1.13 eV [Figure 5.3(c)], 
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signals at both the front and at a region close to the back-contact are detected, while strong 

luminescence is observed at a broad middle region of the absorber for detection at 0.97 eV [Figure 

5.3(d)]. Along with these images, the three emission lines in Figure 5.2 can be assigned to the 

minimum band-gap (E1), the front (E2) and the back (E3) region of the layer.  

These findings suggest that monochromatic CL imaging is able to map the band-gap grading in 

Cu(In,Ga)Se2 thin-films. It can be concluded that it is not justifiable to relate the luminescence peak 

energies obtained from Ga-graded thin-films to the band-gap calculated from the integral Ga-content 

as repeatedly done in recent literature [Ish09; Slo10; Paw11; Zac11]. Luminescence peak energies 

are always determined by the local band-gap at the position of recombination and not by a value 

calculated from an average stoichiometry. In this work, the dominant emission energy in standard 

front configuration in Figure 5.2 is shown to correspond to the minimum Ga-content. 

In all CL images in Figure 5.3, also the grain structure is well resolved in the luminescent layer. The 

CL intensity at the grain boundaries is decreased and a large variation in intensity can also be 

measured between different grains. In order to evaluate the influence of the grading (along the 

vertical axis), monochromatic CL line scans can be used, which, in this case, shall average over a 

sufficiently large number of grains. This can most easily be obtained by a projection of the image 

data on the vertical z axis (summing up all columns). Thus, the CL intensity at a fixed detection 

energy Edetect is extracted as a function of the depth of excitation z0 from the monochromatic images 

shown in Figure 5.3 and displayed in Figure 5.4 in logarithmic scale. The profiles at the energies E3 

and E2 show a one- and two-peak structure, respectively, representing the luminescent layers in the 

corresponding images; the E1-emission is rather broadly distributed over the complete layer. The 

depth zmax of the local intensity maxima in Figure 5.4 is determined for each detection energy Edetect 

and marked by vertical black lines. Values of 690 nm (E1), 60 nm and 1560 nm (E2) and 1980 nm 

(E3) are obtained for the energies E1, E2 and E3, respectively. 

Figure 5.4 demonstrates that the E1-emission is dominant for excitation anywhere in the whole solar 

cell structure, although it exclusively originates from recombination at the band-gap minimum at 

around z  0.7 µm only. Hence, a significant drift of excited carriers towards the minimum of the 

band-gap must be present. This drift is presumed to be due to the quasi-electric field Eqe induced by 

the band-gap grading. This provides direct evidence of significant charge-carrier motion in the 

Cu(In,Ga)Se2 absorber being present even at this low temperatures. The spot of excitation may be 

different from the position of recombination in our samples. They are separated by the directed 

motion of charge carriers after excitation. Directed motion (drift) is induced by a gradient in the 

respective quasi-Fermi level as described in Section 2.3.2, which can be either due to the electric 

field E of the p-n-junction (depth dependence of the vacuum level) or to the quasi-electric field Eqe 
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in band-gap graded materials (depth dependence of the respective charge carrier affinity). These two 

possible explanations cannot be distinguished according to Eq. (2.16), but as the drift occurs towards 

the band-gap minimum, the participation of the quasi-electric field must be presumed.  
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Figure 5.4: Cathodoluminescence depth profiles across the cross-section sample obtained from monochromatic 

images shown in Figure 5.3. The luminescence intensity is plotted in logarithmic scale as a function of the depth 

of excitation for the selected emission energies E1, E2 and E3. The depths of maximum intensity zmax are marked 

by vertical black lines.  

A short note shall be given here on the choice of monochromatic CL imaging, which was discussed 

in the beginning of Section 5.2: The presence of the drift implies that the measurement of point 

spectra will always feature this dominant peak at the same energy E1 (see Figure 5.4) although the 

GGI at different points of excitation may vary over a broad range. Hence, it is impossible to 

determine local properties such as the band-gap by only detecting the luminescence spectra after 

local excitation, because the signal coming from that very spot will not correspond to the local 

material properties. Even the grain-like structure observed in Figure 5.3(d) may not correspond to 

the real grain structure due to charge-carrier drift. These statements are meant to point out the 

principle difficulties when interpreting the CL signal obtained from samples with significant charge 

carrier drift or diffusion. 

5.2.2 Modeling of charge carrier transport 

All observations from Section 5.2.1 shall be summarized in a model. This model shall provide a 

basis for the interpretation of the monochromatic CL profiles from samples with significant charge 

carrier motion as the one shown in Figure 5.4. In general, transport processes of charge carriers in a 

polycrystalline sample consist of the transport over grain boundaries and inside the grains. The 

following model totally ignores the question, which part of the transport process may limit the 

carrier mobility. Furthermore, the influence of the electric field at the sample front and back surface 
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due to Fermi-level pinning induced by charged surface defect states [Rei02; Sad03] will not be 

considered. 

The band diagram of a double-graded absorber is schematically displayed in Figure 5.5(a), featuring 

a minimum in the band-gap Egap,min and an increase towards both interfaces. Due to the presence of 

the grading, excited charge carriers will be subject to drift in the quasi-electric field towards Egap,min.  

In the experiment (see Figure 5.4), the CL intensity of the qDAP-transition is detected at a single 

energy Edetect (Edetect = EqDAP) corresponding to a band-gap energy Egap [see Figure 2.10(b)],, which is 

reached in the layer at a well-defined depth z’, as a function of the depth of excitation z0. If Egap(z0) 

is smaller than Egap(z’), no luminescence will be detected at Edetect, because excited carriers will drift 

towards the band-gap minimum Egap,min and not pass by the depth z’. But if Egap(z0) is larger than 

Egap(z’), excited carriers will pass by z’, accordingly, luminescence will be detected at Edetect. But as 

a certain number of electrons have recombined already before reaching z’, the luminescence 

intensity ICL is reduced when compared to the maximum intensity of the luminescence, which is 

reached when the excitation takes place at z’ (z’ = z0):  

 

             
  

           (5.1) 

 

The dependence of the intensity on the depth of excitation z0 can be described by a collection 

function featuring an exponential decrease of the CL intensity with z0, as it is shown in Figure 5.5(b) 

(dashed line). The decrease is characterized by the electron drift length Ldrift in the quasi-electric 

field defined by Eq. (2.18)  
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Thus, the dependence of the CL intensity at Edetect on the depth of excitation z0 exhibits a peak 

maximum for z0 = z’. This statement is trivial for homogeneous (non-graded) semiconductors, but 

also valid when directed charge carriers motion is present as shown above. It is stated here that the 

validity of Eq. (5.1) does not require the constancy of the drift length over the depth of the sample, 

but of course a depth dependence of the drift length Ldrift(z) would lead to deviations from the 

exponential decrease in Eq. (5.2).  

The collection function in Eq. (5.2) is only valid for point-like excitation and is actually 

superimposed by the (lateral) excitation profile at Ee = 10 keV [see Figure 2.2(a)] in the case of our 

measurement. Convoluting the excitation profile and the collection function, an effective intensity 

profile ICL,eff(z0) is obtained, which exhibits a broader peak, as exemplarily shown in Figure 5.5(b) 
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(solid line). Furthermore, a shift of  zmax = zmax – z’ occurs away from the band-gap minimum 

resulting from the asymmetric shape of the collection function.  

 

Figure 5.5: Illustration of drift and recombination processes in band-gap graded material. (a) Band-diagram of 

the Cu(In,Ga)Se2 layer with a minimum at Egap,min. Three excitation processes and the corresponding drift 

direction of the excited electrons are exemplarily shown. Recombination is observed at a distinct energy Edetect 

corresponding to the band-gap at z’. (b) Modeling the CL intensity observed after point-like excitation (collection 

function, dashed line) and taking into account the excitation profile at 10 keV (effective intensity profile, solid 

line) as a function of the depth of excitation z0. The drift length Ldrift determines the width of the profile, the shift 

 zmax occurs due to convolution of the excitation profile and the collection function. 

Although the CL intensity profile at a fixed energy is given by a convolution of the excitation 

function and the collection function, the drift length Ldrift can still be determined by fitting the slope 

of the CL intensity profiles towards increasing band-gaps. This is demonstrated in Figure 5.6(a). 

Here, the excitation profile and effective intensity profiles are displayed for Ee = 10 keV and 

different drift lengths ranging from 100 nm to 5 µm. In the whole parameter range, the drift length 

can be very well determined by fitting the slope towards higher band-gaps. The slope towards the 

band-gap minimum is solely determined by the excitation profile of the electron beam, which also 

sets a lower resolution limit for drift length determination (ca. 100 nm at 10 keV). Additional 

inaccuracies occur if the excitation takes place close to the end of the layer. 

In Figure 5.6(b), the same three profiles are shown as in Figure 5.4. Indeed, all (seven) slopes 

exhibit an exponential decrease and can be fitted using Eq. (5.2). For all (three) slopes towards 

Egap,min, a characteristic length of 90±10 nm is obtained, which is determined only by the excitation 
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profile as discussed above. The drift length is determined to 130±20 nm towards the window layers 

and 220±30 nm in the absorber towards the back-contact. These values must be regarded as average 

values, since variations in Ldrift are assumed to be present both vertically and laterally in the sample. 

Additionally, a shift of the peak maximum  zmax is observed in Figure 5.6(a), which gradually 

increases with increasing drift length. While the shift can be shown to be well approximated by 

 zmax ≈ Ldrift/3 for drift lengths up to 500 nm, it saturates at a maximum of 350 - 400 nm for higher 

drift lengths (for Ee = 10 keV). Due to this shift  zmax, Eq. (5.1) is only approximately valid – but in 

our case, the shift (Ldrift ≈ 220 nm, thus  zmax ≈ 70 nm) is found to be small when compared to the 

dimensions of the Ga-profile. 

For the validity of Eq. (5.1) it has to be furthermore assumed that the minority carrier lifetime  (z’) 

at every depth z’ is independent of the excitation conditions. The dependence of the lifetime   on the 

injection density  n is a common phenomenon in semiconductors [Sze81]. For example, the limited 

availability of recombination centers can lead to a saturation of recombination rates and therefore an 

increase of the effective lifetime with increasing injection, while for very high densities, the lifetime 

decreases due to Auger-recombination [Fon81; Lau09]. As both recombination and transport 

processes lead to a decrease of the injection density with time after excitation, the injection density 

at a defined depth z’ will decrease when scanning the spot of excitation z0 towards larger band-gaps 

(see Figure 5.5). This means that the lifetime (z’) may depend on the spot of excitation z0. While a 

decrease of the lifetime with increasing injection density would not influence the depth of maximum 

recombination [Eq. (5.1) remains approximately valid], an increase would lead to a shift of zmax 

towards higher band-gaps comparable to the shift  zmax due to the extension of the excitation 

volume.  
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Figure 5.6: (a) Theoretical effective intensity profiles with respect to the excitation profile at Ee = 10 keV for 

different drift length Ldrift (squares); the pure excitation profile (equivalent to Ldrift = 0 nm) is shown for 

comparison (black line). The effective profiles are fitted according to Eq. (5.2) at the side of increasing band-gaps 

to re-extract the drift length; the profile is independent of the drift length towards the band-gap minimum. (b) 

Determination of the drift lengths by fitting the CL depth profiles from Figure 5.4 according to Eq. (5.2). 



 66 5.2 Cathodoluminescence in cross-section configuration 

The diffusion of carriers has also been neglected in this model. This can be justified if the diffusion 

length is found to be small compared to the drift length [combining Eqns. (2.13) and (2.18)]: 
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Using the drift length Ldrift of 220 nm and a quasi-electric field of Eqe = 5 10
5
 V m

-1
 [see Figure 

5.1(b)] the diffusion length Ldiff is determined to be around 20 nm. Thus, diffusion can be neglected 

in the model. From the drift length, the effective electron mobility  e is estimated to 0.5 cm
2
 V

-1 
s

-1
 

using Eq. (2.18) and assuming a lifetime of 10 ns.  

5.2.3 Influence of the measurement conditions on the drift length 

The charge carrier transport must be assumed to be influenced by the measurement conditions. In 

order to get an estimate of this influence, the measured drift length Ldrift is determined as a function 

of the electron energy Ee, the sample temperature T and the beam current Ib. The measurements were 

performed at a different position of the sample – a higher drift length of about 400 nm is found here 

under standard conditions. Moreover, the analyzed lateral area is increased by a factor of four 

compared to Figure 5.3, which allows to average over a larger number of grains and, thus, leads to 

improved statistics. 

The measured drift length is shown as function of the electron energy in Figure 5.7(a) as measured 

at a temperature of about 10 K and a constant beam power of 3 µW. The measured drift length is 

seen to clearly increase with the electron energy, which is presumed to be caused by the limited 

lateral resolution at high energies. The lateral resolution is found in Figure 2.3 to be proportional to 

  
      – thus, in a first approach, the measured drift length can be modeled as the sum of the 

unaffected drift length Ldrift, 0 keV and the apparent increase due to the size of the excitation volume: 

 

          [   ]                        [   ]         (5.4) 

 

A fit according to Eq. (5.4) shows very good agreement with the data points up to 25 keV and an 

unaffected drift length of about 450 nm at this beam power and sample temperature. For the electron 

energy of 30 keV, the large excitation volume led to very unstable measurement conditions due to 

severe charging effects in the epoxy glue. 

The drift length Ldrift is proportional to the   -product according Eq. (2.18) – therefore, the 

temperature dependence of the drift length can be ascribed to the temperature dependence of the 

carrier mobility and lifetime. The hole mobility is commonly presumed to be dominated by hopping 
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conduction in Cu-poor Cu(In,Ga)Se2 at these low temperatures, which leads to a strong increase of 

the mobility with increasing temperature [Sch00a; Sie03; Sie05a; Rei10]. The electron drift mobility 

 e is difficult to access by experimental methods and is often assumed to be comparable or 

somewhat higher compared to the hole drift mobility due to the smaller effective mass of electrons 

compared to holes [Glo05a; Met09]. The electron lifetime  e in polycrystalline Cu(In,Ga)Se2 solar 

cell absorbers is commonly measured by time-resolved photoluminescence (TRPL) [Pue96; Ohn98; 

Pal04; Shi06; Shi07; Met09], which measures the decay time of the PL signal. Puech et al. [Pue96] 

carefully analyze the influence of carrier trapping by defects and the injection density on the PL 

decay curves and obtain a low-injection-regime free-electron lifetime  e,free of around 1 ns for Cu-

poor CuInSe2 and Cu(In,Ga)Se2 at 10 K, which is comparable to values found at room-temperature 

where band-to-band transitions prevail (1 – 100 ns, [Ohn98; Pal04; Shi06; Shi07; Met09]). Much 

longer lifetime  e,trap are observed for the DA-luminescence due to carrier trapping – but this is not 

relevant for the carrier transport processes investigated here. Altogether, an increase of the drift 

length with temperature can be expected. 

The temperature dependence of the measured drift length is plotted in Figure 5.7(b) (Ee = 10 keV, 

Ib = 750 pA). While the measured drift length is fairly independent of the temperature up to 120 K, it 

shows a significant increase to about 800 nm above this temperature. The invariance of the drift 

length at low temperature is inconsistent with any temperature activated process such as hopping 

conduction. Hence, it is assumed that the low-temperature transport properties determined by this 

CL technique are more or less unaffected by thermal processes. The temperature range of the 

increase in the measured drift length (120 - 150 K) coincides with the change from free-to-bound to 

band-to-band transitions in luminescence measurements [Kir07] as well as the disappearance of 

hopping conduction [Sie05a; Rei10]. 
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Figure 5.7: (a) Dependence of the measured drift length on the electron energy at T = 10 K a beam power of 3 µW. 

The data are fitted according to Eq. (5.4) (fitting parameter inset). (b) Temperature dependence of the measured 

drift length at Ee = 10 keV and Ib = 750 pA. 
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Figure 5.8: (a) Current dependence of the measured drift length at Ee = 10 keV and T = 10 K. The data are fitted 

with a logarithmical law with (blue line) and without (red line) saturation at low beam currents. (b) Band-gap 

grading calculated from the SIMS measurement (solid black line) and compared with band-gap grading data 

obtained from CL monochromatic imaging evaluation (blue triangles). Additionally, the profile of the qDAP-

transition energy is displayed as directly obtained from the profiles shown in Figure 5.4; the DA1-transition 

energy profile differs from the latter by the shift  E.  

If the transport properties are hardly affected by temperature, they may be mainly determined by the 

injection conditions. Current-dependent CL measurements (T = 8 K, Ee = 10 keV) are shown in 

Figure 5.8(a) [injection density calculated according to Eq. (2.6)] confirm an increase of the drift 

length with beam current – a logarithmic increase of more than 200 nm per decade is found for high 

currents.  

The data cannot clearly show if there is a saturation of the drift length at low beam currents or not – 

both interpretations seem possible as shown by the two fits in the figure (blue line: saturation at 

270 nm, red-line: without saturation). However, the measured drift lengths must be presumed to be 

strongly affected by the injection conditions. This may be due to an increased free electron lifetime 

 e,free (due to a decrease of available trap states) or the electron drift mobility  e (due to a decrease of 

the amplitude of potential fluctuations active in optical transitions  opt, see Section 5.3.3). Charge 

carrier mobilities and/or lifetimes are concluded to be clearly enhanced at high carrier concentration. 

This may explain why the effective electron mobility  e of 0.5 cm
2
 V

-1
 s

-1
 observed here is by far 

larger than low-temperature hole mobilities obtained from electrical measurements [Sie03; Sie05a; 

Rei10]. 
 

5.2.4 Measurement of the band-gap grading  

In Section 5.2.2, the dependence of the CL intensity at Edetect on the depth of excitation z0 is found to 

have a maximum close to z0  z’: the difference  zmax = zmax – z’ is shown to be rather small 

(< 100 nm). This means that the local maxima of the monochromatic line scans zmax in Figure 5.4 

can be interpreted as the depth z’, from which the qDAP-emission at the detection energy Edetect 
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originates. Thus, the model described in Section 5.2.2 enables us to correlate the observed position 

of maximum CL intensity to a well-defined position of recombination. Assuming that all detected 

emissions are due to qDAP-transitions (Edetect = EqDAP), the depth dependence of the qDAP-emission 

energy is obtained, if the detection energy Edetect is plotted as a function of zmax spot by spot. These 

values are displayed in Figure 5.8(b) as red squares. 

In order to calculate the band-gap profile Egap(z) from EqDAP(z) , two additional correction terms 

have to be considered: the red-shift in Cu-poor Cu(In,Ga)Se2 and the defect level energies ED and EA 

of the contributing defects. As described in Section 2.3.4, the shift of EqDAP to lower energies of Cu-

poor Cu(In,Ga)Se2 material, can be compensated at high injection level. A saturation of the blue-

shift is obtained at an energy  E = 21±3 meV above the one measured at 0.5 nA for the peak 

energies E1 in plan-view configuration, as will be shown in Section 5.3.3. The respective donor and 

acceptor energies of the DA1-transition are taken from the defect model of Rega et al. [Reg05] [see 

Figure 2.10(a)]. The saturated DA1-energy profile and the band-gap profile are calculated and 

displayed in Figure 5.8(b) as green circles and blue triangles, respectively. Thus, the band-gap 

profile of a polycrystalline Cu(In,Ga)Se2 thin-film exhibiting significant charge carrier drift in the 

quasi-electric field is shown to be accessible by means of monochromatic CL imaging. For a sample 

with negligible charge carrier motion, the band-gap profile can also be derived from local 

luminescence analysis (point spectra).  

Comparing the CL measured profile with the band-gap profile calculated from SIMS using the data 

shown in Figure 2.10(b) [Alo02; Reg05], a good agreement can be found between both methods for 

the general shape of the curve. The band-gap reaches its minimum of around 1.1 eV at a depth of 

around 700 - 800 nm and increases up to 1.25 and 1.40 eV towards the front- and back-contact, 

respectively. Between both curves, an off-set  z of approximately 150 and 300 nm is present 

towards the front- and back-contact, respectively. In general, such an off-set is in agreement with the 

shift of the peak maximum  zmax due to the excitation profile or due to an increase of the lifetime   

with increasing injection density  n as described in Section 5.2.2. Remember that the difference 

may also be caused by the very different physical principles of both methods: While SIMS only 

detects the distribution of the atoms averaged over a larger lateral area, CL is sensitive to the local 

electrical properties and may be influenced by localized charges and defect levels e.g. at the surface. 

5.3 Cathodoluminescence in plan-view configuration 

The standard configuration for most luminescence investigations is the plan-view geometry. In this 

section, detailed investigations are presented in both front and back geometry, also considering the 

influence of the electron energy Ee (voltage dependence), the sample temperature T and the beam 
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current Ib on the spectra. The charge carrier drift model from Section 5.2 is employed to interpret the 

data. 

5.3.1 Voltage-dependent cathodoluminescence 

The variation of the electron energy (or electron acceleration voltage, therefore commonly referred 

to as voltage-dependent CL [Par07]) leads to changes in energy depth profile  (z) and also in the 

injection density  n (see Section 2.3.1). With increasing electron energy Ee, the energy is deposited 

deeper into the layer, leading to changes in the ratio of near-surface- (E2 and E3 for front and back, 

respectively) and band-gap-minimum- (E1) recombination. This can be demonstrated by calculating 

a hypothetical CL spectrum by assuming a Gaussian peak shape of the DA1-emission with a 

standard deviation of   = 20 meV and using the energy depth profile  (z) [taken from Figure 2.2(a)] 

as a weighting function:  
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The depth profile of the DA1-transition energy EDA1(z) is calculated from the SIMS data shown in 

Figure 5.1(b) and adjusted to front and back geometry, respectively. Eq. (5.5) is used to calculate 

hypothetical voltage-dependent CL spectra in front and back configuration as shown in Figure 5.9 

(a) and (b), respectively. When exciting from the front, only one peak at 1.2 eV (associated with the 

E2-emission in Section 5.2) is observed for low voltages; an additional peak at around 1.0 eV (E1) 

appears for voltages above 8 kV. The intensity ratio IRfront of the two emissions defined by IRfront   

ICL(E1)/ ICL(E2) increases from close to zero at 2 kV to three at 30 kV. A third emission at 1.3 eV (E3) 

becomes visible for voltages above 20 kV. Excitation from the back yields an emission at 1.3 eV 

(E3), which increases in absolute intensity up to 12 kV. Again, the E1-emission appears for higher 

voltages leading to a maximum intensity ratio IRback   ICL(E1)/ ICL(E3) close to two. A small signal 

also appears at around 1.2 eV for the highest voltages.  

This approach totally neglects the influence of charge carrier transport (see Section 2.3.2) and re-

absorption of photons in the layer (see Section 2.3.5) and assumes a constant radiative 

recombination efficiency  rad throughout the layer, but it can give an impression of what is expected 

from voltage-dependent CL spectroscopy on these Ga-graded Cu(In,Ga)Se2 thin-films. The 

experimental voltage-dependent CL spectra are displayed in Figure 5.10 (a) and (b) as measured at 

constant beam currents Ib of 250 pA in front and back geometry, respectively, to compare it to the 

hypothetical spectra.  
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Figure 5.9: Hypothetical CL spectra as obtained from Eq. (5.5) for different electron energies ranging from 2 to 

30 keV in both front (a) and back (b) configuration. 

When measuring the front spectra, the overall CL intensity is observed to strongly decrease for low 

voltages; therefore the detection parameters (amplification of the photomultiplier) could not be held 

constant – hence, they are displayed as normalized to the maximum E1 at around 1.0 eV. For all 

applied voltages, the dominant luminescence signal originates from the band-gap minimum region, 

although no excitation takes place in this area for voltages below 10 kV, as can be seen in Figure 

5.9(a). This again is a proof of charge carrier drift towards the band-gap minimum being present in 

these samples. But it is also observed that the relative intensity of both the E2- and the DL-emission 

increases with decreasing voltage. This increase of intensity for near-surface excitation suggests the 

DL-emission to be due to recombination via surface defects as also discussed in [Str02; Roc03]. The 

ratio IRfront is very small when compared with the calculations in Figure 5.9(a) – this can also be 

interpreted to be due to charge carrier motion towards the band-gap minimum leading to preferential 

recombination at the lowest energy E1. A peak at 1.3 eV (E3) cannot be detected (not shown), which 

can easily be explained by re-absorption.  
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Figure 5.10: (a) Voltage-dependent CL spectra in front configuration normalized to the E1-emission. (b) Voltage-

dependent CL spectra in back configuration as measured. 
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Figure 5.11: Temperature-dependent CL spectra normalized to the E1-emission in front (a) and back (b) 

configuration. The spectra from the back are measured for an electron energy of Ee = 15 keV. 

The voltage-dependent measurements from the back are performed at constant detection parameters 

and so can be compared in absolute intensity. The E1-emission is expected from Figure 5.9(b) to 

appear for voltages above 12 kV only, but is also found for lower voltages in the experiment due to 

charge carrier drift. For low voltages, the E3-emission at 1.3 eV is dominant and increases up to a 

voltage of 10 kV. This behavior is comparable to what was calculated using Eq. (5.5). But also in 

back geometry, the absolute intensity ratio IRback is by a about factor of 100 higher compared to the 

calculation, which can be explained by charge carrier drift in the quasi-electric field Eqe. No peak is 

detected at around 1.2 eV (E2) due to re-absorption. 

5.3.2 Temperature-dependent cathodoluminescence 

Temperature-dependent luminescence analysis is commonly used to identify the type of transition or 

the defect level energies [Bau01; Sie04b]. Normally, an overall decrease of peak intensities is 

observed with increasing temperature T due to an increase in non-radiative recombination [Pan75]. 

Furthermore, carriers at states with low binding energies (shallow defects, excitons) will dissociate 

with increasing thermal energy, leading to an additional decrease of transitions involving these 

states. As the defect energies of the DA1-transition in Cu(In,Ga)Se2 are only weakly dependent on 

the GGI (see Section 2.3.4), no strong changes in the intensity ratios IRfront and IRback can be 

expected from this point of view.  

The temperature-dependent measurements in front (a) and back (b) geometry are displayed in Figure 

5.11 in logarithmic scale and normalized to the E1-emission. Deviating from the standard conditions 

defined in Section 3.2.9, an electron energy of 15 keV has been used in back geometry. In both 

cases, a decrease of the relative intensity of the near-surface emissions (E2-emission for front and 

E3-emission for back geometry) is observed. This can be explained by an stronger charge carrier 

drift towards Egap,min corresponding to an increase drift length Ldrift already at temperatures of 50 K, 
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which is clearly lower than the transition temperature obtained from cross-section measurements 

(120 - 150 K). For temperatures above 100 K, an increase of the emission energy E1 is observed due 

to the change of the defect-related transition (DA or FB) to a band-to-band transition [Kir07]. 

5.3.3 Current-dependent cathodoluminescence 

Current-dependent measurements from the front are shown in Figure 5.12(a) on a logarithmic scale. 

Both the E1 and the E2-emission show a strong blue-shift with beam current of 10 - 15 meV per 

decade as expected for a qDAP-transition (see Section 2.3.4) and in accordance with the literature 

[Dir98; Bau01; Sie04b]. As the local injection density has been found to vary by a factor of around 

50 within the excitation volume at constant beam current Ib [see Figure 2.3(b)], this implies an 

excitation-induced peak width of approximately 20 meV in CL analysis. Comparing this value to the 

peak width observed in experiment (see Section 5.1), this effect might contribute significantly to the 

broadening of the peak of the detected qDAP-emissions. 

The current dependence of the CL intensity is shown in Figure 5.12(b) for both emissions, which is 

commonly described by a power law              
  with an power exponent k. While the E2-

emission shows a slightly sub-linear behavior typical for defect-related transitions, the E1-emission 

exhibit a factor of k ≈ 1.5, which normally appears for excitonic emissions only [Sch92]. This super-

linear increase leads to a decrease of the peak intensity ratio IRfront with beam current, which can be 

explained by an increase of the drift length Ldrift with the injection density in agreement with the 

results from Section 5.2.3. The increase of the intensity ratio IRfront is in agreement with the power 

dependence of the relative intensity of the two peaks in regions with a high number of dislocations 

observed in [Rom03b] (see Section 2.3.4). 
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Figure 5.12: (a) Current-dependent CL spectra in front configuration. (b) CL intensity of the E1 and E2 as a 

function of beam current as measured from the spectra in part (a) of this figure with the corresponding k-factors 

obtained from a power law. 
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Figure 5.13: (a) Current dependence of the average amplitude of the potential fluctuations  opt obtained from the 

fitting the low-energy slope of the E1-emission in the spectra in Figure 5.12(a), exhibiting a decrease of 

  opt ≈ 4 meV/decade. (b) Current dependence of the peak energy of the E1-emission saturating at 0.994±0.002 eV 

at high beam currents. 

For small amplitudes of the fluctuations ( opt < 40 meV), the low-energy slope of the emission peak 

exhibit an exponential shape and allows to determine  opt according to I(E)   exp [ (E-E0) /  opt ]   

[Sie06]. This fitting has been performed for the E1-emission of the data from Figure 5.12(a); the 

results are shown in Figure 5.13(a). An amplitude of the fluctuations in the order of 10 – 20 meV is 

measured (in agreement with others [Dir98; Sie06]), which decreases about 4 meV per decade with 

increasing beam current. This is consistent with a successive screening of the localized charges by 

free carriers and corresponds to a red-shift of the peak of approximately 8 meV per decade according 

to  E = 2opt [Sie06], which is slightly smaller than the directly measured red-shift of the peak. 

When the peak position of the E1-emission is determined for a wider range of beam currents, the 

energy is observed to saturate for high beam currents as shown in Figure 5.13(b). A saturation value 

of 0.994±0.002 eV is obtained by a fitting procedure, which is interpreted as the unperturbed EDA1-

energy. This corresponds to a red-shift of                     with  E(0.5 nA) = 21±3 meV as 

already used in Section 5.2.4.  

5.4 Photoluminescence of Ga-graded Cu(In,Ga)Se2 

All effects described in the previous sections were obtained by CL analysis of Ga-graded 

Cu(In,Ga)Se2 thin-films and shall now be compared to PL measurements with an unfocused laser 

beam (macro-PL). Principal differences between these methods regarding the excitation mechanism 

are discussed, before presenting and comparing selected results. All PL measurements were 

performed at the Technische Universität Ilmenau, Germany, in collaboration with the group of 

Profs. G. Gobsch and R. Goldhahn. 
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5.4.1 Differences in the excitation mechanisms of PL and CL 

Several differences in the excitation mechanism between CL and PL shall be shortly discussed here: 

(1) In PL, only one e-h-pair can be created by the absorption of one incident photon – in contrast 

to about 1000 e-h-pairs excited per incident electron in CL.  

(2) The overall number Nph of incident photons per lifetime  e can be calculated to be around 

Nph = 10
9
 for the standard parameters (see Section 3.2.8) compared to Ne = 15 in CL. 

(3) The excitation occurs laterally homogeneous over an area, which is large compared to the 

sample thickness and transport distances when measured in macro-PL mode. Thus, the signal 

gives a good estimate for average values. However, laterally resolved measurements, for 

example in cross-section configuration, are not possible. 

(4) The excitation depth profile follows the Beer-Lambert law for absorption with the absorption 

coefficient  (  ). In band-gap graded material, the absorption coefficient additionally varies 

with sample depth z.  

The generation rate per volume (hereafter: generation rate density) has been calculated for the 

measured grading [see Figure 5.1(b)] in front and back configuration by implementing the profile 

into SCAPS-1D 2.9 [Bur08] (see Section 5.5.1). The generation-rate density and the injection 

density are displayed in Figure 5.14(a) as a function of depth for both configurations as calculated 

using the standard parameters (see Section 3.2.8) and a lifetime of  e = 10 ns. A photon energy of 

   = 1.7 eV was chosen to obtain an absorption depth of about 300 nm in both geometries, which 

roughly corresponds to the excitation depth in CL at 10 keV. 

In order to compare the injection densities of PL and CL measurements, the normalized summed 

injection R( n) is calculated as a function of the injection density  n as described by Eq. (2.7) and 

plotted for both configurations in Figure 5.14(b). Mean values of  nm = 1.8 10
15

 cm
-3

 and 

1.3 10
15

 cm
-3

 are obtained in front and back geometry, respectively. For homogeneous absorber 

material, the mean injection density can also be calculated analytically to  

 

      
         

         
 (5.6) 

 

(with the laser power P per area Aill). The width of the distribution of the injection density wn (see 

Section 2.3.1) is around 5 as can be seen in Figure 5.14(b); thus, it is a factor of ten lower compared 

to typical CL conditions. 



 76 5.4 Photoluminescence of Ga-graded Cu(In,Ga)Se2 

0.0 0.5 1.0 1.5 2.0
0.0

0.1

0.2

0.3

0

1

2

3
 front

 back

 
g
e
n
e
ra

ti
o
n
 r

a
te

 d
e
n
s
it
y
 (

1
0

2
4
 c

m
-3
s

-1
)

depth z (µm)(a)

in
je

c
ti
o
n
 d

e
n
s
it
y
 

n
 (

1
0

1
5
 c

m
-3
)

     

1E13 1E14 1E15
0.0

0.2

0.4

0.6

0.8

1.0

(b)

 front

 back

 

n
o
rm

la
iz

e
d
 s

u
m

m
e
d
 i
n
je

c
ti
o
n
 R

(
n
)

injection density n (cm
-3
)  

Figure 5.14: (a) Generation-rate density as a function of depth for a photon energy of    = 1.7 eV and a power 

density of the exciting laser of 20 mW mm
-2

 in both front and back configuration; the corresponding injection 

density axis is displayed on the right for a minority carrier lifetime of 10 ns. (b) The normalized summed 

injection as a function of the injection density calculated according to Eq. (2.7) for both configurations. 
 

5.4.2 Comparing PL and CL spectra of Ga-graded Cu(In,Ga)Se2 

The standard front and back side spectra are displayed in Figure 5.15(a). As shown for CL in Figure 

5.2(a), more than just one emission is found in both configurations, with the maximum and 

minimum energies in each case being related to the near-surface and the minimum band-gap 

energies, respectively. For convenience, the three peaks were named with the same symbols E1, E2 

and E3 used in Figure 5.2(a). Altogether, the spectra look similar to those obtained by CL; some 

differences appear (peak intensity ratio, reduced peak width, additional shoulder at around 1.02 eV, 

no deep-level emission), which may be related to the principle differences in excitation, but also due 

to differences in the experimental set-ups in Jena and Ilmenau. The experimental spectra can be 

compared to hypothetical spectra in Figure 5.15(b) calculated on the basis of Eq. (5.5) and excitation 

depth profiles from Figure 5.14(a) as also done for CL in Section 5.3.1. It is observed, in agreement 

with the CL data, that the peak ratios IRfront and IRback are strongly enhanced in the experiment. 
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Figure 5.15: (a) PL spectra measured under the standard conditions in both front and back configuration 

showing the three emissions labeled E1, E2 and E3 in CL analysis. (b) Hypothetical PL spectra calculated from the 

generation-rate depth profiles in Figure 5.14(a) using Eq.(5.5). 
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Figure 5.16: Temperature-dependent PL-spectra in both front and back configuration for temperatures ranging 

from 5 to 65 K. The legend applies to both parts of the figure. 
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Figure 5.17: (a) Power-dependent PL-spectra in back configuration normalized to the applied excitation power. 

(b) Intensity ratio IRfront and IRback as a function of the injection density  n. 

Temperature-dependent PL measurements are shown in Figure 5.16(a) for front geometry and 

temperatures from 5 to 65 K. The intensity ratio IRfront strongly decreases at higher temperatures 

until the emission at E2 is below the detection limit at 65 K. This qualitatively agrees with the 

observations from CL measurement. A decrease of IRback with temperature is also observed in PL 

measurements in back geometry in Figure 5.16(b), but it is much less pronounced. 

Power-dependent PL data in back geometry are shown in Figure 5.17(a) and normalized to the 

applied excitation power. These normalized PL spectra are constant for low excitation power, but 

the intensity of both peaks decrease if the power is above 1 mW. This decrease of the normalized CL 

spectra is equivalent to a power exponent of k < 1 in this region.  Furthermore, the intensity ratio 

IRback changes with excitation power. In Figure 5.17(b), the intensity ratios IRfront and IRback are 

plotted as a function of the injection density  n. Both ratios strongly increase for high power, but are 

found to saturate for injection densities below 10
14

 cm
-3

. If the intensity ratio and the normalized PL 

intensity are constant, the transport and recombination properties (mobility, lifetime, radiative 

recombination efficiency) can be concluded to be independent of the excitation conditions – they are 
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not influenced by the measurement itself. Hence, low-injection conditions are presumed to be 

fulfilled in this region – in turn, it is concluded that high-injection conditions are present for higher 

excitation power and definitely also for the CL analysis. The low-injection limit of 10
14

 cm
-3

 can be 

carefully taken as an approximation of the effective doping density at 10 K according to Eq. (2.9), 

but the injection density must be remembered to be influenced by the lifetime assumed in the 

calculation. Furthermore it may be reduced due to charge carrier transport as discussed in Section 

2.3.2.  

The amplitude of the optical fluctuations  opt is measured as described in Section 5.3.3 for each 

power and plotted (together with the CL data) as a function of the injection density  n in Figure 

5.18. The decrease of the amplitude  opt with injection is in very good agreement between both 

methods.  
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Figure 5.18: Average amplitude of potential fluctuations  opt determined by both PL and CL measurements as a 

function of the injection density  n. 

5.5 Simulation of charge carrier transport in the quasi-electric field 

Several observations in plan-view CL and PL in Sections 5.3 and 5.4 have been qualitatively 

explained with the charge carrier drift in the quasi-electric field. A more quantitative description of 

the drift processes is performed in this section by numerical as well as analytical simulations based 

on the transport equations described in Section 2.3.2. Again, the SIMS-measured profile is used as a 

reference and implemented into the simulations. 

5.5.1 Numerical simulations with SCAPS-1D 

The latest versions of SCAPS-1D (from SCAPS-1D 2.8 and after) [Bur00; Bur08] offer the 

possibility to introduce a grading within the layers, which allows to reproduce the experimental 

band-gap grading in the simulation. The layer structure used for this purpose is displayed in Figure 

5.19: The Cu(In,Ga)Se2-layer is split up in six parts, each of it exhibiting parabolic grading shape, 
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and an additional thin “vacuum-layer” (with minimum mobilities and density of states in both 

bands) is introduced to prevent the current flow towards the left contact. The configuration 

corresponds to exciting the backside free surface in CL analysis. Flat band conditions are chosen for 

both contacts. All material parameters of the Cu(In,Ga)Se2-layers are adopted from the baseline case 

described in the PhD-thesis of Markus Gloeckler [Glo05a] (the full parameter set is given in the 

Appendix Table A1) – with the following exceptions: the layer thickness is reduced to the 

experimental value of 2 µm, the band-gap and the electron affinity are chosen to fit the SIMS-

measured band-gap grading [see Figure 5.1(b)] and the donor-defect density is reduced to 

2 10
13

 cm
-3

 in order to obtain an electron lifetime  e of 10 ns as assumed in all previous calculations. 

The band-structure obtained is shown in Figure 5.20(a) (conduction and valence band) and 

compared to the SIMS-measured band-gap profile (dotted line); an excellent agreement can be 

found.  

Additionally, Figure 5.20(a) displays the quasi-Fermi levels EFn and EFp for excitation with an 

electron beam of an electron energy of Ee = 10 keV at room-temperature. The generation depth 

profile  (z)   (z) [see Figure 2.2(b)] is introduced into the simulation from an external file; as the 

simulation is one-dimensional, the lateral distributions, thus, the injection profile and density, cannot 

be properly represented. The excitation intensity is adjusted to maintain low-injection conditions. 

The electron quasi-Fermi level is found to follow the shape of the conduction band in the excitation 

region; thus, Eq. (2.17) is confirmed to be valid in low-injection conditions. The generation- and 

recombination-rate densities for the given situation are displayed in Figure 5.20(b). While the 

generation takes place solely in the first 500 nm near the back-contact, the recombination occurs 

mainly in the region of the minimum band-gap at 1 - 1.5 µm below the surface. Thus, the charge 

carrier drift towards the band-gap minimum can also be described by SCAPS-simulations.  

 

Figure 5.19: Layer stack as used in the back configuration SCAPS-simulations; the color code of the 

Cu(In,Ga)Se2-layers is supposed to image the band-gap grading and refers to the colors of the three emission E1, 

E2 and E3 used in Section 5.2 and 5.3. The thickness and GGI of the layers are listed in the table on the right; all 

other parameters are constant throughout all Cu(In,Ga)Se2-layers. 

layer name 

thickness 

(nm) 

GGI 

from…to… 

left contact - - 

vacuum 1 - 

Cu(In,Ga)Se2 

1 300 0.54 

Cu(In,Ga)Se2 

2 260 0.54 – 0.45 

Cu(In,Ga)Se2 

3 570 0.45 – 0.095 

Cu(In,Ga)Se2 

4 420 0.095 – 0.08 

Cu(In,Ga)Se2 

5 150 0.08 – 0.175 

Cu(In,Ga)Se2 

6 300 0.175 – 0.39 



 80 5.5 Simulation of charge carrier motion in the quasi-electric field 

0.0 0.5 1.0 1.5 2.0

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4 E
gap

(a)

E
V

E
Fp

E
Fn

E
C

 

 
e
n
e
rg

y
 (

e
V

)

depth z (µm)
  

0.0 0.5 1.0 1.5 2.0
0

1

2

3

4

5

(b)

 generation

 recombination

 

 

g
e
n
e
ra

ti
o
n
/r

e
c
o
m

b
in

a
ti
o
n
 

ra
te

 d
e
n
s
it
y
 (

1
0

2
1
 c

m
-3
s

-1
)

depth z (µm)
 

Figure 5.20: (a) Band diagram of the Cu(In,Ga)Se2 layer obtained from SCAPS simulation for the layer stack 

shown in Figure 5.18 and for an excitation depth profile corresponding to the one of an electron beam with an 

electron energy of 10 keV from the back and just holding low-injection conditions; the band-gap calculated from 

SIMS data is added as a dashed line to show the similarity to the simulated band-gap profile. (b) Generation- and 

recombination-rate depth profiles obtained from this simulation. 
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Figure 5.21: (a) Recombination depth profiles obtained from SCAPS simulations for different electron energies 

Ee of the electron beam (legend see part b of this figure); (b) CL spectra calculated from these recombination 

depth profiles using Eq.(5.5). 

Voltage-dependent excitation can also be described by these simulations by using different 

generation depth profiles. Moreover the   -product is adjusted to 5 10
-9

 cm
2

 V
-1

 as obtained in 

Section 5.2.2. Because the simulation does not run at temperatures as low as 10 K, it needs to be 

performed at room-temperature. The recombination depth profiles are shown in Figure 5.21(a) as 

obtained from the simulations for voltages from 6 to 30 kV. The kinks in the curves occur in the 

interface regions between two layers due to an imperfect parameterization of the band-gap grading.  

CL spectra can be calculated from these profiles using Eq.(5.5), if the energy depth profile is 

replaced by the simulated recombination depth profile in the equation; the results are plotted in 

Figure 5.21(b). In agreement with the experimental results shown in Figure 5.10(b), an increase of 

the E1-emission of about three order of magnitude is observed, while the influence on the intensity 

of the E3-emission is only weak, showing a maximum at around 10 - 15 kV. Although the spectra 
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thus show a similar voltage dependence, the intensity ratio IRback is a factor of around 100 lower 

than in the experiment 

5.5.2 Analytical description of the drift process 

The drift process can also be described by analytical expressions, which is exemplarily shown in this 

section for the back configuration. All calculations were performed with Maple 9.5. 

For the calculations, an analytical expression has to be defined to describe the shape of the band-gap 

grading. In this work, the grading is parameterized by a step-like function to 
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   (5.7) 

 

Because the expression for the quasi-electric field Eqe needs to be applicable for the analytical 

integration of Eq. (5.9), the band-gap increase towards the front-contact has to be neglected. The fit 

and the corresponding fit parameters of the back grading are displayed in Figure 5.22(a). The quasi-

electric field Eqe(z) is calculated according to Eq. (2.17) and used to determine the drift velocity 

vdrift(z) from Eq. (2.18). Therefore, it is assumed that the drift velocity is able to immediately follow 

the change in the quasi-electric field. This is the case, if the maximum effective acceleration aeff,max  
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 (5.8) 

 

is small compared to the free ballistic acceleration aballistic in the quasi-electric field Eqe: 

aballistic =        
 ⁄  with the effective electron mass   

          [Neu86]. In the present case, 

aeff,max is found to be 7.5 10
13

 m s
-2

, where as the ballistic acceleration is about 10
18

 m s
-2

; thus the 

relation is fulfilled. An equivalent formulation would be that the average collision time  s for 

intraband scattering (which is in the order of 10
-15

 s for materials with a large number of localized 

states [Fon81]) is small compared to the time scale of the drift process.  

Hence, the drift time tdrift from the depth of excitation z0 to a depth z can be calculated to 
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   (5.9) 

 

The drift time tdrift is plotted as a function of the depth z for excitation at the surface (z0 = 0) and an 

electron mobility  e of 100 cm
2
 V

-1
 s

-1
 in Figure 5.22(b) (black line). In this figure, it is beautifully 

visualized, how the residence time of carriers in the region of the maximum drift field is strongly 

reduced. The recombination depth profile R(z,0), which is also shown in Figure 5.22(b) (red line) for 

a lifetime of  e = 10 ns is calculated using 
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Figure 5.22: (a) Fit to the band-gap profile calculated from SIMS measurements according to Eq.(5.7), showing 

the corresponding fit parameters in the inset. (b) Drift time tdrift(z,0) and recombination rate R(z,0) for carrier 

excitation directly at the surface. 
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The recombination depth profile R(z,0) exhibits two main regions of recombination: near the surface 

(within the first two nanoseconds) and at a depth of more than 1 µm, thus, near the band-gap 

minimum. The drift process can be found from Eq. (5.10) to be fully determined by the quasi-

electric field Eqe(z) and the product of  e and  e; thus, these two parameters can principally not be 

determined independently by investigating the CL of band-gap graded material. The influence of the 

excitation profile  (z0) at the electron energy Ee can be accounted for by a weighting integral 

 

    
     ∫    

    
 

 

               (5.11) 

 

which can only be solved numerically. This way, also voltage-dependent CL can be investigated by 

this method. The calculations according to Eqns. (5.9) - (5.11) have been performed for the above 

band-gap grading and    = 5 10
-9

 cm
2
 V

-1
 in order to compare it to the results obtained from SCAPS. 

Again, Eq. (5.5) is used to calculate the corresponding CL spectra plotted in Figure 5.23(a) for 

voltages from 6 to 30 kV. The spectra are very much comparable to what is shown from the SCAPS-

simulations in Figure 5.21(b) concerning the absolute values as well as the voltage dependence of 

the intensity ratio IRback. The results from both simulations and the experimental values for the 

intensity ratio IRback are summarized in Figure 5.23(b) by plotting it as a function of the electron 

energy Ee. Note that the scaling for the experimental values (right scale) differs by a factor of 100 

from the scaling for the simulated values.  
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Figure 5.23: (a) Voltage-dependent CL-spectra calculated from the recombination depth profiles obtained using 

Eq. (5.11); (b) Intensity ratio IRback as a function of electron energy Ee as measured in CL and compared to the 

ratios obtained from the simulations with SCAPS and Maple. 

The drift process can be shown to be very sensitive to the shape of the quasi-electric field: Although 

the differences between the SIMS-, EDS- and CL-measured profiles are rather small [see Figure 

5.1(a) and Figure 5.8(b)], the intensity ratio IRback is about a factor of 10 higher for the field obtained 

from the TEM-EDS-data and even a factor of 100 higher for the field from the CL-measured band-

gap grading in Maple calculations when compared to the results shown in Figure 5.23(b). Thus, the 

large discrepancy in the absolute intensity ratios may be explained by deviations of the quasi-

electric field present in the sample from the shape obtained from the SIMS-measured Ga-profile. 

Moreover, high-injection effects are not at all considered in the simulations. 

5.6 Laterally resolved luminescence of Ga-graded Cu(In,Ga)Se2 

All CL and PL spectra detected in plan-view configuration and shown in Sections 5.3 and 5.4 are 

obtained by averaging over an area, which is large compared to the grain size of the Cu(In,Ga)Se2 

layer. In fact, the grain structure can easily be resolved in CL imaging.  

In Figure 5.24(a), a secondary electron (SE) image of an area of about 100 µm
2
 is shown. The grain 

structure can be clearly resolved with grain sizes ranging from 100 nm to about 2 µm. The 

monochromatic CL image at the energy E1 is collected simultaneously with the SE image and 

displayed in Figure 5.24(b). The lateral distribution of the CL intensity varies by about a factor of 

three and exhibits features that can be clearly associated with the grains when comparing the 

structure to the grain structure in the SE image. The intensity is observed to be reduced at grain 

boundaries, which is observed for all luminescence energies as well as in polychromatic mode (not 

shown) and is commonly interpreted as an increase of the non-radiative recombination at grain 

boundaries [Rom03a; Ott04]. In addition, differences in intensity are also observed between 

individual grains (light and dark areas).  
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Figure 5.24: Secondary electron (SE) image (a) of the front surface of the Cu(In,Ga)Se2 layer with the 

monochromatic CL image at the energy E1 = 0.97 eV (b) and E2 = 1.13 eV (c). The structure of SE and CL images 

were compared by cross-correlation imaging, which is displayed for the energies E1 and E2 in (d) and (e), 

respectively. 

 The lateral structures of the SE and the CL image is analyzed by calculating the cross-correlation 

images, which is a standard technique in 1D- and 2D-signal processing [Tra88; Oph91]. The cross-

correlation image shows a negative correlation of -0.22 of the intensities of the SE and the CL image 

as shown in Figure 5.24(d) (dark spot in the middle), which means that darker areas in the SE image 

tend to show higher luminescence intensity. Since in the SE image, which contains mainly 

topological information, steep surfaces and edges tend to be brighter than flat surfaces, the CL 

intensity at E1 is found to be higher at flat areas compared to regions with sharp grain shapes.  

A CL image at the emission energy E2 detected at the identical position is displayed in Figure 

5.24(c). The CL intensity is generally lower at this energy, but the lateral variation is strongly 

enhanced to more than a factor of 100 – the dark regions partly represent areas with a luminescence 

signal below the detection level. The regions of increased CL intensity are smaller in size compared 

to those at the energy E1 [see Figure 5.24(b)], but can again be correlated to the grain structure 

observed in the SE image. In this case, a positive correlation of +0.32 of the two images is found in 

the cross-correlation image plotted in Figure 5.24(e) (light spot in the middle); hence, the CL 

intensity at E2 is relatively high at edges and steep and elevated parts of the surface. Therefore, it 

can be concluded that different lateral regions equivalent to different grains at the surface, contribute 

to the CL intensity at E1 and E2.  

Both monochromatic CL images can also be superimposed as a color composite, as shown in Figure 

5.25(b). Here, it is observed how the CL images complement each other: the sample surface is split 

into “red grains” and “green grains”, which hardly overlap (no “yellow grains”). Strictly speaking, 

this image displays the lateral distribution of intensity ratio IRfront normalized to an arbitrary value 

by the contrast-brightness adjustment. The intensity ratio IRfront varies between a minimum value of 

10
1
 at small, elevated grains and maximum values of above 10

3
 at large, deeper-lying grains. In 

accordance with the observations of Romero et al. [Rom03b], this may be tentatively interpreted to 

 
 

 
 

(a) (b) (c) (d) 

(e) 

(b) (a) 
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point towards the existence of a sub-interface at those smaller grains, which hinders excited carriers 

to proceed on their way towards the minimum band-gap. 

  

Figure 5.25: (b) Color composite of the two monochromatic CL images at the two peak energies E2 (green) and E1 

(red) as shown in Figure 5.24(c) and Figure 5.24(b), respectively. The slight shift in position between those two 

images was corrected by determining the shift between the corresponding SE images (a), using their cross-

correlation. 

Summary 

 The Ga-grading in Cu-poor Cu(In,Ga)Se2 layers is shown to strongly influence its 

luminescence properties; several qDAP-emissions can be observed in graded films, which 

can be related to regions of different Ga-content as beautifully visualized in cross-section 

measurements. In standard front-configuration, the main emission corresponds to the 

minimum band-gap energy in the layer. [Section 5.1] 

 Direct evidence is given for significant drift of excited charge carriers towards the minimum 

of the band-gap. The results are consistent with a drift through forces induced by the vertical 

grading in electron affinity in the layer, which is commonly referred to as quasi-electric field. 

The drift process can be characterized by a charge carrier drift length, which also allows to 

determine the minority carrier mobility. [Section 5.2] 

 A model is developed to describe the influence of the grading on the luminescence signal 

obtained from the sample, which is also implemented into SCAPS-simulations and 

analytically described. Monochromatic CL imaging on a cross-section sample is shown to be 

capable to measure the in-depth band-gap profile.  [Sections 5.2 + 5.5]  

 The influence of the grading on plan-view CL and PL is investigated in detail. Both PL and 

CL spectra can be explained only if drift of charge carriers is taken into account. The relative 

peak intensity in the luminescence spectra is shown to depend strongly on the excitation 

conditions. In the light of these data and the interpretation presented here the results of recent 

(a) (b) 
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work on the plan-view luminescence of graded Cu(In,Ga)Se2 [Ish09; Slo10; Paw11; Zac11] 

may have to be reconsidered. [Sections 5.3 + 5.4] 

 Low-injection conditions are presumed to be present for the lowest PL excitation powers 

only. All other measurements are performed in the high-injection regime in agreement with 

the considerations in Section 2.3.1. The high-injection conditions are presumed to strongly 

influence the drift process. [Sections 5.2, 5.3 + 5.4] 

 The lateral distribution of the CL intensity is shown to be strongly influenced by the grain 

structure and shows considerable variations for different detection energies. [Section 5.6] 



 

 

 

6 Characterization of Cu(In,Ga)Se2 absorbers deposited at higher 

substrate temperature 

As described in Chapter 2, high-efficiency Cu(In,Ga)Se2 absorbers are fabricated by a three-stage 

process at the HZB and exhibit a double-grading of the Ga-content. It is investigated, if an increased 

substrate temperature has an influence on the shape of the Ga-grading (Section 6.1) as well as the 

crystal structure (Section 6.3). This may also have an impact on the performance of device made 

from these absorbers (Section 6.4). The model of the luminescence of graded Cu(In,Ga)Se2 

developed in Chapter 5 is applied to investigate the differences in the vertical (grading) as well as 

lateral homogeneity (Section 6.2). Parts of the results presented in this chapter have been published 

in [Win09; Haa11a].  

6.1 Ga-grading of Cu(In,Ga)Se2 deposited at different temperatures 

Figure 6.1(a) shows the Ga-grading how it was measured by the use of SIMS on absorbers deposited 

at a temperature of 610°C (high temperature – HT) and 530°C (low temperature – LT), respectively. 

It can be seen that the LT sample exhibits a strong double-grading as it has been discussed in the 

previous section (GGI between 10 and 55%). The same shape of grading is also found in the HT 

absorber, but the variation of the GGI is strongly decreased (22 - 40%) compared to the LT sample. 

A reduction of the Ga-grading with increasing temperature is also observed in the low-temperature 

regime (300 - 550°C) [Kes04; Rud05; Ish08; Kau09]. The reduced phase separation may be due to a 

higher In-Ga-interdiffusion [Kau09] and/or the intermixing may become thermodynamically favored 

[Lud10] at higher temperatures. Very similar profiles are measured by means of TEM-EDS as also 

plotted in Figure 6.1(a); thus, the flattening of the grading is shown not to be due to the lateral 

averaging of the SIMS technique, but to a real enhanced intermixing on the local level inside single 

grains.  

While all techniques applied for the determination of the Ga-grading are only sensitive to the 

elemental distribution within the layer, XRD measures the crystallographic structure. Thus, it gives 

the additional information if a real alloying of the CuInSe2 and CuGaSe2 phases is established in the 

absorber layer. The (112)-reflection of the chalcopyrite phase is shown for both HT and LT samples 

in Figure 6.1(b). The diffraction patterns were fitted and the peak positions were correlated with the 

GGI according to literature data [Bal08]. The FWHM of the peaks (see Table 6.1) is by far larger 

than expected for a grain size of a few hundred nanometers according to the Scherrer-equation 
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[Sch18]. Therefore, the FWHM is interpreted to be due to the inhomogeneous Ga-distribution, thus, 

it determines the spreading of the GGI as measured with this technique. The data extracted from 

Figure 6.1(b) are listed in Table 6.1. 

High-temperature (HT) samples show one single reflection at 26.98° corresponding to a GGI of 

around 30±8% indicating a high degree of homogeneity of the vertical Ga-distribution.
 
LT samples 

exhibit a three peak structure with reflections at 26.74°, 26.97° and 27.28°, corresponding to regions 

with a GGI of 7±7%, 29±13% and 58±7%. The gallium in-depth distribution cannot be determined 

from this XRD measurement, but the profiles in Figure 6.1(a) allow to assign the reflections to the 

front (GGI = 29%), medium (GGI = 7%) and back (GGI = 58%) region of the absorber.  

Note that the small peak at around 27.8° in the pattern of the LT sample corresponds to the (103)-

reflection of the low-gallium-region. In conclusion, an increase in the intermixing of the elements as 

well as in the alloying of the quaternary phase is found at higher substrate temperatures. 
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Figure 6.1: (a) Profile of the GGI as measured by SIMS and TEM-EDS for both types of absorbers. (b) 

Diffraction patterns of both samples showing the (112)-reflection of the chalcopyrite structure. 

 

Peak/Sample Peak Position 2  (°) FWHM (°) GGI (%) 

LT1 26.743 ± 0.004 0.128 ± 0.001 7.4 ±   6.2 

LT2 26.969 ± 0.010 0.278 ± 0.011 29.2 ± 13.3 

LT3 27.282 ± 0.012 0.142 ± 0.013 58.4 ±   6.6 

HT1 26.978 ± 0.001 0.157 ± 0.001 30.0 ±   7.6 

Table 6.1: Peak position and width of all four peaks marked in Figure 6.1(b); the GGI is calculated from the peak 

positions according to [Bal08], whereas the distribution width of the GGI is determined from the peak width. 

It has been found that Cu(In,Ga)Se2 absorber layers in record efficiency cells exhibit preferred 

(220)/(204)-orientation of the grains, which has been shown to develop if higher substrate 

temperatures and Se-rates are used during the absorber deposition process [Con06]. Therefore, it is 

worth noticing that for all investigated absorbers, the ratio of the absolute intensities of the (112)- 

and the (220)/(204)-reflections is between one and three, which means that the layers show only a 
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very weak texture. The (220)/(204)-texture seems to be slightly higher for the HT samples, but 

pronounced (112)- and (220)/(204)-textures, as described in [Con06], cannot be found here. 

6.2 Cathodoluminescence of Cu(In,Ga)Se2 deposited at different temperatures 

The decreased Ga-grading measured in Section 6.1 leads to a reduced variation of the CL emission 

energy with depth according to Chapter 5. For a minimum GGI of 0.22 and a maximum of 0.4, the 

DA1-emission energy is calculated to 1.11 and 1.22 eV, respectively [see Figure 2.10(b)]. Typical 

normalized CL-spectra of both kinds of absorbers are shown in Figure 6.2(a) as they were detected 

in front configuration. For both deposition temperatures two spectra are exemplarily shown, which 

were detected at different points of the sample in order to demonstrate the homogeneity of the 

samples on the mm-scale. In both cases, the spectrum is dominated by one broad emission due to 

qDAP-transitions. While the shape of the spectra is similar, the energy of the emission line is 

considerably higher for the HT absorber when compared to the LT absorber. The emission of the HT 

absorber at 1.12 eV can be assigned to the DA1-transition of Cu(In,Ga)Se2 with a GGI of 

approximately 20-25%
 
[see Figure 2.10(b)], which agrees with the minimum GGI measured by 

SIMS (see Figure 6.1). Moreover, no DL-emission is detected for HT samples. The luminescence of 

standard (LT) samples has been discussed in detail in Chapter 5. 

An increase of the substrate temperature has already been described to lead to a blue-shift of the CL 

peak-energy and to a change from (112)- to (220)/(204)-textured films [Ott04]. Therein, the blue-

shift is attributed to a “shift of the average band-gap” [Ott04] due to the re-texturing. An increased 

lateral homogeneity in the CL emission energy is found for (220)/(204)-oriented films [Con06]. In 

both studies, no information is given on the substrate temperatures during growth or on the shape of 

the Ga-grading present in the layer. 
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Figure 6.2: (a) Normalized CL spectra of both LT and HT absorbers from the front. (b) Voltage-dependent CL 

spectra measured in back configuration at HT absorbers. 
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In this work, the difference in emission energy shown in Figure 6.2(a) is interpreted to be due to the 

change in the Ga-grading. According to the charge carrier drift model in Section 5.2.2, the emission 

energy detected from a sample with band-gap grading is determined by the minimum band-gap 

Egap,min within the layer, if the drift-length LDrift is sufficiently large. This can be found when 

comparing the CL emission energies of both samples to the minimum Ga-contents shown in Figure 

6.1(a) and Table 6.1. Thus, the differences in the Ga-grading described in the previous section finds 

its counterpart in luminescence spectroscopy. Vice versa, it is possible to measure the band-gap 

minimum Egap,min by means of CL.  

Voltage-dependent measurements on the HT sample were performed from the back and are 

displayed in Figure 6.2(b) as normalized to the peak maximum. No significant changes in the 

emission energy can be detected for electron energies ranging from 4 to 30 keV. Note that the 

emission energy (1.11±0.01 eV) is comparable to the one measured in front configuration as 

predicted if the emission occurs mainly at the band-gap minimum in double-graded absorbers. For 

low electron energies a shoulder appears at higher energies. The energy of this peak is determined to 

be about 1.24±0.01 eV corresponding to a GGI of 43%. Since the intensity ratio IRback is found to be 

very large (> 40) also in this sample for all electron energies, a strong drift towards Egap,min must be 

present in the layer although the quasi-electric field is considerably weaker compared to LT samples 

(about 30% only). The drift length is measured to 600±100 nm by cross-section measurements as 

described for LT samples in Section 5.2. According to Eq. (2.18), this enlarged drift length can only 

be explained by an increase of the electron mobility  e and/or lifetime  e when compared to the 

standard (LT) samples.  
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Figure 6.3: (a) Selected normalized CL point spectra measured at 10 K from the front for both types of samples. 

The spectra were chosen in order to demonstrate the maximum variation of the peak energy within the sample 

area. (b) CL spectra averaged over 400 µm
2
 at room-temperature for both kinds of absorbers in front 

configuration. 
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The lateral homogeneity of the CL emission energy can be characterized when detecting point 

spectra. Figure 6.3(a) shows selected CL spectra taken at single spots on LT and HT samples, 

respectively. These spots were spread over an area of 400 µm
2
 and were chosen to visualize the 

maximum variation of the peak position. While only a slight variation in the energy of the peak 

maximum of about 20 meV is observed for HT absorbers, the peak shifts over a range of 80 meV for 

layers prepared by the LT standard process. How can this shift be interpreted? According to the 

charge carrier drift model, the lateral distribution of the emission energy EqDAP corresponds to the 

lateral distribution of the minimum band-gap Egap,min, if the drift-length Ldrift is sufficiently large and 

if the red-shift can be considered to be constant. Hence, the lateral variation of the peak energy can 

be explained by a lateral variation of (a) the band-gap minimum Egap,min (i.e. the minimum GGI), (b) 

the drift length Ldrift (i.e. the   -product) or (c) the average amplitude of fluctuations  opt (i.e. the 

Cu/III ratio). It has been suggested that these effects can be partially distinguished by investigating 

the room-temperature luminescence [Sie11]. Variations that are also observed at room-temperature 

can be assumed to be only due to an inhomogeneous minimum band-gap energy, because the drift 

length has been shown to rather increase with temperature (hence it is assumed to be sufficiently 

large) and the potential fluctuations are screened by free carriers at room-temperature [Sie11]. 

Furthermore, band-to-band recombination is presumed to be the dominant recombination process 

above 150 K [Kir07]; thus, the CL peak energy can be assumed to be identical to the band-gap. 

Room-temperature CL spectra averaged over an area of 400 µm
2
 are plotted in Figure 6.3(b) for both 

kinds of absorbers. The room-temperature band-gap is determined from the peak energy to 

Egap,LT = 1.01±0.05 eV, Egap,HT = 1.09±0.03 eV, if the error of the measurement is associated with the 

width of the peak. Slightly larger values of 1.06 and 1.13 eV for the band-gap at room-temperature 

are calculated from the minimum GGI measured by SIMS of around 0.10 and 0.22 for LT and HT 

samples, respectively (temperature dependence of the band-gap calculated according to [Yos98]). 

Point spectra as in Figure 6.3(a) are difficult to measure at room-temperature due to the weakness of 

the luminescence signal, but they do not indicate a variation of more than 10 meV.  

Nevertheless, note that this does not exclude variations of the band-gap to be present in the layer: A 

lateral variation of the band-gap would in turn induce a lateral quasi-electric field; thus, the carriers 

will drift towards the point of minimum band-gap. This means that the effective lateral resolution 

limit for band-gap measurements by luminescence methods is determined by the lateral drift length 

Ldrift,lateral. Band-gap variations at smaller length scale will not be detected by CL point spectra. To 

give an estimate of the significance of the effect: a lateral variation in band-gap of 10 meV on a 

distance of 1 µm leads to a drift length of equally 1 µm according to Eq. (2.18) for a mobility of 

100 cm
2
 V

-1
 s

-1
 and a lifetime of 10 ns (as presumed at room-temperature, see Section 2.3.2).  
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However, the lateral homogeneity in emission spectra clearly shows the higher substrate temperature 

during absorber deposition to lead not only to a reduction of the vertical Ga-grading, but also to a 

higher degree of lateral homogeneity of the absorber layer. 

6.3 Crystal structure of Cu(In,Ga)Se2 deposited at different temperatures 

The reduction of the Ga-grading at higher substrate temperature discussed in Section 6.1 leads to the 

assumption that also the crystal structure of the layer might be influenced by a higher substrate 

temperature. This has been studied by transmission electron microscopy (TEM). The images are 

obtained on the very same samples, which were also used in the Sections 6.1 and 6.2. 

Figure 6.4 (a) and (b) show bright-field images of the whole layer stack of solar cells made from 

LT- and HT-absorbers, respectively. The ZnO and the CdS layer can be seen on the top-left, while 

Mo back-contact layer is found at the bottom-right of the images (LT sample: Mo not visible). The 

LT-absorber layer exhibits a large number of grains with an average size of about 500 nm (traced by 

black lines). The grain size is reduced even further towards the back-contact, which may be 

explained by the increase of the Ga-content in this region [Abo08]. In contrast, the HT-sample 

shows only one large grain in the investigated region reaching from the front- to the back-contact. 

The grain is confined by two vertical grain-boundaries on both sides and has a width comparable to 

the film thickness of 2 µm.  
 

 

  
 

Figure 6.4: TEM bright-field images in cross section configuration of solar cells made from LT (a) and HT (b) 

absorbers. The grain structure of the LT image is emphasized by black lines. HT layer stack with MgF2 AR-

coating. 
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From these two images it can be concluded that the higher substrate temperature leads not only to an 

increased homogeneity of the elemental distribution (SIMS) and the crystalline phase (XRD), but 

also to a strong reduction of the number of grain boundaries. An enlarged grain size of HT absorbers 

is also found by laterally resolved CL imaging (not shown, images shown for LT absorbers in 

Section 5.6). As mentioned in Section 5.2, the electrical transport may or may not be limited by the 

grain boundaries. The absence of horizontal grain boundaries in HT absorbers may be a possible 

explanation for the increase in the   -product observed in Section 6.2. 

6.4 Performance of devices made from Cu(In,Ga)Se2 deposited at different 

temperatures 

As discussed in Section 2.1.3, both vertical and lateral inhomogeneities as well as grain boundaries 

are suspected to deteriorate the solar cell performance due to an increase of the saturation current j0. 

Thus, it can be assumed that solar cells made from HT absorbers might show lower j0 and, thus, 

higher efficiencies when compared to LT absorbers. In Figure 6.5(a), dark and light j-V-

characteristics of two typical cells made from HT and LT absorbers without AR-coating are 

exemplarily displayed. The solar cell parameters are listed in Table 6.2 for both types of absorbers 

as extracted using the one-diode-model.  
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Figure 6.5: (a) j-V-characteristics of two typical cells made from LT and HT absorbers, respectively, without anti-

reflection coating. (b) j-V-characteristic and power-voltage curve as certified by Fraunhofer ISE in Freiburg, 

Germany, under standard AM1.5G conditions for the best cell made from HT absorbers with MgF2 anti-

reflection coating; solar cell parameters as inset. 

 

 
jsc (mA cm-2) Voc (mV) FF (%)   (%) Rsh (k  cm2) Rs (  cm2) nid j0 (mA cm-2) 

HT -33.6(6) 686(6) 76.8(4) 17.7(4) 2.7(6) 0.25(6) 1.52(2) 1.0(0.3) 10-6 

LT -36.7(6) 605(1) 72.6(7) 16.1(3) 1.4(3) 0.29(7) 1.65(6) 2.7(1.3) 10-5 

Table 6.2: Solar cell parameters determined from a set of 15 cells made from both LT and HT absorbers without 

anti-reflection coating and analyzed on the basis of the one-diode model.  
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Figure 6.6: (a) EQE spectra of solar cells made from LT and HT absorbers without anti-reflection coating. (b) 

Determination of the band-gap from the EQE spectra according to the relation for direct band-gap 

semiconductors.  

The short circuit current density jsc is reduced for cells from HT absorbers compared to LT 

absorbers, which can be explained by the increase in the minimum band-gap due to the rather 

homogeneous Ga-distribution. This assumption can be validated by EQE measurements, which are 

shown in Figure 6.6(a). The onset of the EQE in the IR region is shifted to higher wavelengths for 

the LT absorber when compared to the HT sample. The effective band-gap of a direct 

semiconductor can be determined by plotting (EQE h )
2
 as a function of (h )

2
 [Mos59] as done in 

Figure 6.6(b). The band-gap of the HT sample can be well determined to 1.11±0.02 eV, but the LT-

data show considerable deviations from the linear shape, which leads to a larger error in band-gap 

determination (1.05±0.04 eV). Both values are consistent with the band-gap minimum determined 

by room-temperature CL and SIMS.  

Apart from the discussed difference in jsc, an increase in fill factor and in open-circuit voltage (of 

about 80 mV) can be observed in the HT case. The higher Voc is found in the one-diode model to be 

mainly due to the reduction of the saturation current (and the diode ideality factor) as well as a 

higher shunt resistance and approximately matches the difference in the Egap,min: e  Voc   Egap,min. 

But in fact, it is commonly assumed that the dominating recombination mechanism in Cu(In,Ga)Se2 

solar cells is of Shockley-Read-Hall-type in the space charge region [Rau99b; Kle01; Rau01]. 

Therefore, the open-circuit voltage in Ga-graded cells should be proportional to the band-gap near 

the interface [Dul01] and rather independent of Egap,min.  

The recombination process is alternatively discussed to be governed by enhanced recombination in 

the bulk due to inhomogeneities [Gra05; Sie11] – either at charged grain boundaries or in the grains 

due to band-gap- or electrostatic fluctuations. As a strongly increased grain size is observed in 

Section 6.3, an effective reduction of the number of grain boundaries may also be a possible 
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explanation for the lower saturation current. H, a small grain size has also been shown to be 

compatible with high-efficiency performance of the device [Rau09]. 

Together with the improved fill factor, the higher open-circuit voltage overcompensates the loss in 

short-circuit current density. Using an MgF2-anti-reflection coating, a certified efficiency of 

(19.4±0.6)% is obtained as shown in Figure 6.5 (b).  

 

Summary 

In conclusion, it has been shown that an increase of the substrate temperature from the standard 

value of 530°C to 610°C strongly influences the formation of the Cu(In,Ga)Se2 absorber layer. This 

elevation of the temperature was possible only on a specially developed Na-containing high-

temperature resistant glass, but it can be easily integrated in existing industrial technology. The 

deposition process at higher substrate temperature is shown to lead to 

 a homogenization of the Ga-profile and an increase of the optical band-gap, 

 a reduction of the lateral variation of the CL peak energy at low temperatures, 

 the absence of deep-level emission in low-temperature luminescence spectra, 

 an increase of the grain size and, therefore, a strongly reduced number of grain boundaries, 

 a decrease of the losses at the p-n-junction (shunt resistance, saturation current), which 

leads to increased Voc and FF of solar cells made from these absorbers, 

 an increase of the solar cell efficiency up to 19.4%, which is close to the present world 

record of 20.3% [Jac10]. 

Note that the softening point of the glass allows to apply even higher temperatures of up to 700°C, 

but for solar cells made from absorbers prepared at temperatures above 610°C a decrease of the 

solar cell performance is observed [Ris09]. It is presumed that the standard deposition process at the 

HZB needs to be modified in this high temperature regime. 



 

 

 

7 Summary and Outlook 

The three different issues discussed in this thesis aim for a deeper understanding of Cu(In,Ga)Se2 

material properties and solar cell functionality. They can help to achieve Cu(In,Ga)Se2 solar cells of 

higher efficiencies – in laboratory as well as in industrial process lines.  

A separate summary and outlook is given here for each of these issues discussed in the Chapters 4, 5 

and 6: 
 

(1) Near-surface ion implantation in Cu(In,Ga)Se2 absorber layers has been studied as a possible 

method for the fabrication of buffer-free solar cells. SCAPS simulations show the beneficial 

effect of an n-type surface layer (buried junction) for solar cells suffering from high interface 

recombination. In order to obtain such a buried junction by means of ion implantation, an 

annealing procedure has been developed that avoids annealing-induced degradation of the 

solar cell performance, minimizes the diffusion of the implanted ions, and recovers the solar 

cell degradation induced by the implantation damage. Buffer-free solar cells made from 

implanted absorbers showed strongly improved diode characteristics (saturation current 

density, diode ideality factor), which are comparable to the ones of reference cells with a 

CdS buffer. A maximum efficiency of 10.2% (11.2% active area) has been obtained for a 

buffer-free solar cell made from a Cu(In,Ga)Se2 absorber after 20 keV Cd-implantation and 

subsequent thermal treatment.  

The good-quality diode behavior points out the potential of this new approach and provides a 

“proof of concept”. It also confirms the importance of an interface inversion for device 

functionality. Further improvements can be expected for an optimization of the experimental 

parameters of ion implantation (ion fluence, ion energy) and annealing (temperature, dwell 

time, heating and cooling ramps). The use of a softer deposition method for ZnO-window 

deposition may eliminate the losses in short-circuit current density.  

(2) A model has been developed for the application of luminescence techniques on band-gap 

graded semiconductor thin-films. The Ga-grading in Cu(In,Ga)Se2 layers is shown to 

strongly influence its luminescence properties. Several qDAP-emissions have been detected 

in the CL and PL spectra and related to the local Ga-contents in different regions of the 

layer. The distribution of the luminescence signal over the depth of the layer has been 

mapped and correlated to the band-gap profile. Drift of excited charge carriers towards the 
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minimum of the band-gap is induced by the quasi-electric field and strongly increases with 

increasing injection density. It has been shown that this drift also has to be taken considered 

when explaining the spectra obtained from plan-view CL and PL measurements. 

Monochromatic CL imaging on a cross-section sample has been shown to be capable to 

determine the minority carrier mobility by measuring its drift length. 

It is found that the knowledge of the shape of both the generation profile and the Ga-grading 

inherent in the sample is essential for understanding the luminescence signal coming from it. 

Hence, taking into account the influence of the grading is shown to be crucial for 

investigations on band-gap-graded Cu(In,Ga)Se2. This approach also opens up the possibility 

for investigations on the motion of charge carriers in graded-gap Cu(In,Ga)Se2 layers and, 

thus, can also serve as a method to investigate basic semiconductor properties. A more 

quantitative evaluation of transport properties would require a more detailed understanding 

of the recombination at surfaces and grain boundaries and high-injection effects in Cu-poor 

Cu(In,Ga)Se2 thin-films. 

(3) An increase of the substrate temperature from the standard value of 530°C to 610°C has been 

shown to strongly influence the formation of the Cu(In,Ga)Se2 absorber layer. The higher 

temperature is found to lead to a reduced vertical Ga-grading, a reduced lateral variation of 

the CL peak energy at low temperatures, an increase of the grain size, a decrease of the 

losses at the p-n-junction (shunt resistance, saturation current) and, as a consequence, a 

considerable increase of the solar cell efficiency up to 19.4%.  

This elevation of the temperature was possible only by employing a specially developed Na-

containing high-temperature resistant glass, but the integration of the high-temperature 

process in existing industrial Cu(In,Ga)Se2 deposition technologies would be fairly simple. A 

further optimization of the deposition process will be necessary for the use of even higher 

temperatures. This way, an increase of the substrate temperature can be a simple, but 

important contribution to achieving a further increase of module efficiencies from industrial 

process lines and Cu(In,Ga)Se2 solar cells with record efficiencies clearly exceeding 20%. 
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Figure A1: (a) Absorption coefficient of CdS as measured on the CBD-CdS used in this study and compared to 

the literature values for CBD-CdS [Gui98], single-crystalline CdS [Dut58] and CdS deposited by close-space 

sublimation (CSS) [Häd09]. The measured data are fitted according to the absorption relation for direct 

semiconductors [Mos59]; the band-gap is determined to 2.491±0.001 eV. (b) Transmission spectra of an intrinsic 

and an Al-doped ZnO layer and of the commonly used double-layer. The band-gaps are determined to 

3.20±0.10 eV (i-ZnO) and 3.41±0.12 eV (ZnO:Al) (larger due to Burstein-Moss-shift [Bur54; Mos54]). The 

transmission spectrum of the double-layer is fitted (ignoring the interferences) for EQE-evaluations (dashed line). 
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Figure A2: Transmission spectra of the optical filters used for blue-bias illumination in the EQE-measurements 

for cells with CdS (blue line – combination of Schott Color Glass BG3 and S8612) and without CdS (violet line – 

combination of Schott Color Glass UG1 and S8612) buffer layer and red-bias illumination (Schott Color Glass 

RG630). The transmission at wavelengths above 500 nm is reduced by at least a factor of 10
3
. 
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Figure A3: (a) AQE-spectra of a solar cell made from Cd-implanted absorbers with CdS buffer layer under blue-

light bias of different intensities. The increase of the quantum efficiency is commonly interpreted to be due to 

meta-stable defects in the buffer layer, which lead to an higher effective doping level if light is absorbed in the 

buffer (photo-doping) [Eis98; Kön02; Glo04]. This may lead to both reduced interface recombination and an 

enlarged SCR width. The latter effect causes an increase of the IQE especially in the long-wavelength region. (b) 

AQE at  = 1000 nm as a function of the blue-bias light intensity (represented by the blue-light photo-current 

Iph,blue induced in the cell); an increase from 0.4 in the dark to 0.56 is measured. It is concluded that blue-bias light 

is needed to obtain the EQE as active under real working conditions (AM1.5 illumination).  
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Figure A4: AQE-spectra of Cd-implanted devices without defect annealing with (a) and without (b) CdS buffer 

layer under different illumination conditions (transmission of the filters see Figure A2, intensity equivalent to 

11% AM1.5). The slightly increased collection under blue-light bias shown in Figure A3 may also lead to an 

apparent increase of the AQE in the region of absorption in the CdS and i-ZnO (see Figure A1), respectively, if 

red-light bias is used. The photo-doping is now caused by the spectral light, when the spectral light is in the 

absorption range of the CdS and i-ZnO, respectively. This leads to a periodical modulation of the bias-generated 

photo-current with the chopping frequency of the spectral light, which will be registered by the lock-in amplifier 

in addition to the direct spectral photo-current. Both effects are superimposed if white bias-light is used. Such an 

enormous AQE-effect has been described in the literature under forward bias only [Eng99; Kön02; Glo04]; at 

0 V, only a slight increase is observed for standard cells [Glo04]. This strong AQE at 0 V in these cells may be due 

to the poor collection properties of the cells, which allow for the large, real improvements of the IQE under blue-

light bias. The occurrence of the AQE-effect also in a cell without CdS buffer can only be explained by photo-

doping effects in the i-ZnO in terms of this model. 
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Figure A5: The strong AQE-effect under red-light bias is illustrated in this figure by a careful analysis of the 

photo-current signal. In part (a), the input-signal of the lock-in amplifier is plotted as a function of time for the 

cell measured in Figure A4 and under very weak red-light bias for two different spectral wavelengths as 

measured with an oscilloscope. The black lines represent the signal without and the red lines with bias 

illumination. The shape of both black lines is determined by the chopper modulation of the light beam. Switching 

on the red-light bias, leads to a shift of the whole signal to higher photo-currents at  = 980 nm – the bias-induced 

photo-current is constant over time as it is supposed to be and will not be registered by the lock-in. At  = 460 nm, 

the shift is significantly larger at the same bias-intensity and the shape of the signal is changes additionally. The 

stronger shift can be understood when considering the increase of the AQE described in Figure A3. The changes 

in signal-shape point towards slow capture and emission processes taking part in photo-doping. Lifetimes in the 

order of 100 ms are measured. The distortion of the signals also leads to a de-synchronization of the input signals 

coming from the cell (photo-current) and directly from the chopper at the lock-in amplifier. This can be 

measured as a shift of the phase angle as plotted in part (b) of this figure for different cells and bias illumination. 

 

 

A: General device properties Front Back 
barrier height   bn = EC – EF, 

  bp = EF − EV   b eV   bn = 0   bp = 0.2 
 electron/hole thermal velocities se/h cm s

-1 10
7 10

7 
 reflectivity R 

 
0.05 0.8 

 B: Layer properties ZnO CdS Cu(In,Ga)Se2 
layer thickness d nm 200 50 3000 
relative permittivity  / 0 

 
9 10 13.6 

electron mobility  e cm
2
 V

-1
 s

-1 100 100 100 
hole mobility  h cm

2
 V 

-1
s

-1 25 25 25 
carrier concentration ND/A cm

-3 ND: 1 10
18 ND: 1.1 10

18 NA: 2 10
16 

band-gap energy Egap eV 3.3 2.4 1.15 
conduction band density of states NC cm

-3 2.2 10
18 2.2 10

18 2.2 10
18 

valence band density of states NV cm
-3 1.8 10

19 1.8 10
19 1.8 10

19 
electron affinity  e eV 4.0 3.8    4.1 

C: Gaussian-distributed defect states ZnO CdS Cu(In,Ga)Se2 

donor/acceptor defects density NDG, NAG cm
-3 NDG: 1 10

17 NAG: 1 10
18 NDG: 1 10

14 
defect mean energy EDG, EAG eV mid-gap mid-gap mid-gap 
defect distribution width wG eV 0.1 0.1 0.1 
electron capture cross-section  e cm

2 1 10
-12 1 10-

17 5 10
-13 

hole capture cross-section  h cm
2 1 10

-15 1 10
-12 1 10

-15 

 

Table A1: Baseline case parameter set adapted from [Glo05a] for the SCAPS simulations in Sections 5.5.1 and 

4.1. Deviations from this set are mentioned in the text. 
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jsc (mA cm
-2

) Voc (mV) FF (%)   (%) Rsh (k cm
2
) Rs ( cm

2
) nid j0 (mA cm

-2
) 

Ref (B1)       31.2(8)   0.582(4)   0.68(1)   12.4(4)      0.8(3)   0.14(1)   2.01(9) 4.8(2.3) 10
-4 

Cd (B1)       29.3(9)   0.607(3)   0.60(2)   10.7(5)      0.3(1)   0.18(1)   2.3  (2)  1.1(0.8) 10
-3 

Zn (B1)       31.4(4)   0.592(3)   0.69(1)   12.9(2)      0.6(2)   0.15(3)   1.94(8) 2.4(1.2) 10
-4 

Mg (B1)       30.8(9)   0.431(9)    0.58(2)     7.8(7)      0.3(1)   0.16(4)   2.5  (2) 4.1(2.5) 10
-2 

      

  

  Ref (C1)       31.4(4)   0.592(3)   0.69(1)   12.9(2)      0.7(2)   0.15(3)   1.94(8) 2.4(1.2) 10
-4 

Cd (C1)       31.9(4)   0.534(9)   0.67(2)   11.4(8)      0.8(3)   0.14(1)   1.9  (1) 7.6(5.2) 10
-4 

Zn (C1)       30.5(3)   0.451(5)   0.57(1)     7.8(2)      0.3(1)   0.16(1)   2.69(4) 4.5(0.8) 10
-2 

Mg (C1)       28.3(6)   0.344(9)   0.45(1)     4.3(2)      0.09(1)   0.17(2)   3.65(9) 6.6(1.1) 10
-1 

 

Table A2: Solar cell parameters determined from a set of eight cells made from Cd-, Zn- and Mg-implanted 

absorbers with CdS buffer layer after annealing according to procedure B1 and C1, respectively. The parameters 

of the corresponding reference cells are listed for comparison. 

 

 jsc (mA cm
-2

) Voc (mV) FF (%)   (%) Rsh (k cm
2
) Rs ( cm

2
) nid j0 (mA cm

-2
) 

Ref (B1)       23(1)   0.39(1)   0.47(2)     4.1(0.4)      0.08(1)   0.15(1)   2.55(5) 4.4(1.6) 10
-2 

Cd (B1)         8(4)   0.55(3)   0.41(7)     2.0(1.3)      0.16(2)   0.07(2)   1.8  (1)  4.3(7.6) 10
-5 

Zn (B1)       21(4)   0.53(3)   0.44(7)     4.9(1.7)      0.08(4)   0.09(2)   2.1  (2) 1.0(1.6) 10
-3 

Mg (B1)         7(2)   0.37(2)    0.29(5)     0.8(0.4)      0.06(1)   0.10(3)   2.7  (2) 4.5(4.3) 10
-3 

 

     

  

  Ref (C1)       17(1)   0.37(1)   0.37(3)     2.3(0.3)      0.04(1)   0.17(1)   2.34(4) 1.7(0.3) 10
-2 

Cd (C1)       23(1)   0.56(2)   0.54(9)     7.1(1.4)      0.12(5)   0.09(2)   1.8  (2) 1.9(2.2) 10
-4 

Zn (C1)       19(1)   0.35(4)   0.51(3)     3.3(0.5)      0.14(5)   0.11(4)   3.0  (3) 2.8(1.5) 10
-1 

Mg (C1)       16(1)   0.12(2)   0.38(2)     0.9(0.1)      0.03(1)   0.35(3)   2.3  (1) 1.4(0.4) 10
0 

 

Table A3: Solar cell parameters determined from a set of eight cells made from Cd-, Zn- and Mg-implanted 

absorbers without buffer layer after annealing according to procedure B1 and C1, respectively. The parameters 

of the corresponding reference cells are listed for comparison. 

 

 jsc (mA cm
-2

) Voc (mV) FF (%)   (%) Rsh (k cm
2
) Rs ( cm

2
) nid j0 (mA cm

-2
) 

Ref (B1)       28.6(5)   0.41(2)   0.52(5)     6.1(0.9)      0.12(6)   0.18(1)   2.41(6) 3.4(1.4) 10
-2 

Cd (B1)       12   (4)   0.54(3)  0.41(11)     2.9(1.7)      0.10(4)   0.08(1)   1.9  (1)  1.4(1.4) 10
-4 

Zn (B1)       26.1(9)   0.52(2)   0.43(9)     5.9(1.5)      0.08(4)   0.11(1)   2.3  (3) 3.3(3.9) 10
-3 

Mg (B1)         9   (2)   0.35(6)    0.31(5)     1.0(0.5)      0.06(1)   0.11(2)   2.9  (2) 1.6(1.3) 10
-2 

 

     

  

  Ref (C1)       27.1(9)   0.41(1)   0.46(5)     5.1(0.7)      0.06(2)   0.17(2)   2.45(6) 3.0(6.4) 10
-2 

Cd (C1)       28.0(6)   0.55(1)   0.58(7)      9.0(1.3)      0.17(9)   0.09(2)   2.0  (2) 7.4(7.0) 10
-4 

Zn (C1)       22   (1)   0.36(3)   0.51(4)     3.9(0.7)      0.15(7)   0.11(5)   3.0  (3) 2.4(1.9) 10
-1 

Mg (C1)       16   (1)   0.19(2)   0.36(2)     1.1(0. 1)      0.03(1)   0.47(2)   3.4  (3) 1.5(0.3) 10
0 

 

Table A4: Solar cell parameters determined from a set of eight cells made from Cd-, Zn- and Mg-implanted 

absorbers without buffer layer after annealing according to procedure B1 and C1, respectively, and after post-

annealing. The parameters of the corresponding reference cells are listed for comparison. 
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